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Introduction

Quantum magnetism can be traced back more than 90 years ago, when Ising in 1925 [1]

and later Bethe in 1931 [2] investigated quantum mechanical one-dimensional models

used in the study of magnetic materials. Nevertheless it is still a rapidly developing

field producing new phenomena and being at the core of the contemporary research in

condensed matter physics.

Magnetic properties arise from electronic spin, whose existence follows directly from

relativistic considerations [3]. Possible magnetic interactions between magnetic moments

(spins) are recognised to be the key to a microscopic theory describing the majority of

phenomena related to magnetism. In general, the term magnetic interaction is used to

describe the dependence of the interaction energy of two or more magnetic moments

from their relative orientation [4].

The starting point of describing a system of localised magnetic moments, in particular

ferromagnetic or antiferromagnetic insulators, is the Heisenberg exchange interaction.

The exchange energy is that contribution to the interaction energy of a system of elec-

trons which arises from the use of antisymmetrized wave functions as opposed to single

products of one electron wave functions [3]. If Pauli exclusion principle is combined

with the usual electrostatic Coulomb interaction between electrons could lead to an ef-

fective exchange interaction between the magnetised moments (spins). This effect was

discovered simultaneously and independently by Dirac and Heisenberg in 1926. Under

certain approximations it may be represented as an effective interaction Hamiltonian of

the form:

H = ±
∑

i,j

JijSi · Sj . (0.0.1)

The exchange coupling Jij is determined as a matrix element of the Coulomb interac-

tion between orbital states. Thus the exchange interaction, which is a purely electrostatic

effect, may be expressed as a spin–spin interaction. The Hamiltonian of Eq.(0.0.1) was

extended to describe interacting ions localised in lattice sites, having more that one un-

paired electron. In this case, the interaction is expressed in terms of the total ionic spin.

Exchange interactions are usually supplemented by terms describing spin and lattice

anisotropies, external fields, spin orbit coupling, etc.

1



Introduction. 2

The quantum nature of magnetic models becomes more elevated when one restricts

to low dimensional, small spin S models which are studied at low temperatures. The re-

duced dimensionality is of high importance, since quantum fluctuations become stronger

and lead to fascinating critical phenomena. By applying a magnetic field or exerting

pressure on the system, quantum fluctuations can be continuously or discretely tuned

across a phase boundary and drive the system to a new collective quantum phase. The

point separating these two phases is a quantum critical point (QCP) and the transition

across it is a quantum phase transition (QPT). Contrary to thermal phase transitions

QPTs occur at zero temperature [5].

A completely different route towards QPT transitions in quantum magnets is rep-

resented by the effect of non–magnetic doping. When doping the system with non–

magnetic impurities, novel inhomogeneous phases emerge from the interplay between

geometric randomness and quantum fluctuations. The system inhomogeneity is found

to strongly affect phase transitions. The existence of accessible quantum magnets has

provide the possibility to experimentally demonstrate different kinds of quantum phase

transitions and quantum critical phenomena.

Apart from the study of the various quantum phases realized in a magnetic system,

transport properties of one–dimensional spin systems have also attracted theoretical and

experimental interest. This rapidly progressing field has been motivated by the exper-

imental evidence that magnetic excitations can contribute significantly to the thermal

conductivity of various quasi–one and two dimensional materials. While the thermody-

namic properties of low dimensional quantum magnets have been intensively studied,

the transport properties are more challenging for experimental and theoretical physicists.

From a theoretical perspective, the principle difficulty lies in the fact that transport the-

ory requires the computation of nontrivial correlation functions.

The only strongly correlated systems for which we have a complete solution of their

dynamics are the integrable ones. Exactly because of their integrability, these systems

exhibit unconventional ballistic (non-diffusive) thermal transport [6], and many studies

have been devoted to the question of whether integrability can stop a current from

decaying completely. On the contrary, the theoretical work that has focused on transport

properties of nonintegrable models revealed that, within linear response theory, ballistic

transport is not realized [7].

From the theoretical point of view the field is extremely broad and the study of

dynamical and ground state properties requires a large variety of methods, such as the

Bethe ansatz technique for integrable models, quantum field theory approaches and

methods of many–body theory, perturbational approaches and many different numerical

method such as exact diagonalization, density matrix renormalization group (DMRG)

and Quantum Monte Carlo (QMC) calculations.
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The study of magnetic systems is not an exclusively theoretical field. The experi-

mental interest in low-dimensional magnets developed into a field of its own providing a

unique possibility to study and verify a rich variety of the properties of quantum models.

Magnets in restricted dimensions do have a physical realization since they exist as three

dimensional (3D) compounds with exchange interactions much stronger in one or two

spatial directions than in the remaining ones. The long–standing research on quantum

systems revealed that often, excellent agreement between theoretical predictions and

experiments has been found as far as ground–state properties, excitation spectra, ther-

modynamic or tranposrt properties are concerned. Quantum magnetism has proven to

be a successful example for a fruitful interplay between theory and experiment and a

vast and varied topic that drives contemporary research, both fundamental and applied.

This thesis is devoted to the study of a class of antifferomagnetic spin–1 chains with

a strong easy plane anisotropy in the presence of magnetic field H. At zero temperature

the system undergoes a phase transition at a critical field H1 above which nonzero

spontaneous magnetization develops in the ground state and the spectrum of magnetic

excitations becomes gapless. A further transition occurs at a second critical field H2

above which the ground state is a fully ordered ferromagnetic state. The system can be

found in three different quantum phases defined as:

1. A paramagnetic phase for H < H1 characterized by a singlet ground state and

gapped lowest excitations. At H1 level crossing occurs so that the system enters a

new phase through a second order phase transition.

2. An intermediate phase for H1 < H < H2 with a ground state that becomes increas-

ingly ferromagnetic while gapless excitations are expected. Magnetization develops

in the ground state that ranges from zero to one. At H2 a second transition occurs.

3. A ferromagnetic phase for H > H2 where the ground state is a completely ordered

ferromagnetic state with a gapped excitation spectrum.

Another framework of these phase transitions is presented if the S = 1 system is

thought of as a spin fluid formally described as a gas of hard–core bosons. The Bose gas

is populated only above H1 and the phase transition corresponds to Bose–Einstein con-

densation in the dilute limit. This phase extends up to H2 where the system is described

as a Mott insulator in the bosonic language. This problem is of obvious theoretical in-

terest since there exist experimental realizations of spin–1 chains with large easy–plane

anisotropy, for example the organic compound NiCl2 − SC(NH2)2, (dichloro–tetrakis

thiourea–nickel(II), abbreviated as DTN), that has attracted considerable experimental

and theoretical attention [8].

We are in a position to claim reliable theoretical analysis on the Electron Spin Res-

onance (ESR) spectrum, Thermodynamics and the Thermal Transport of the model.

The tools at hand range from exact analytical solutions and to numerical simulation
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techniques. In order to familiarize the reader with these techniques, three Appendices

are added at the end of this thesis.

This thesis is organized as follows:

• In Chapter 1 : The main properties of the 1D S = 1 Haldane chain, as well as

several approaches concerning the difference between integer and half–integer spin

chains, are presented in this chapter. The inclusion of a single ion anisotropy to

the Heisenberg Hamiltonian is discussed. We concentrate on the limit of strong

anisotropy where the ground state properties and elementary excitations of the

paramagnetic phase for H < H1 and the fully ferromagnetic phase for H > H2

are calculated. Special emphasis is put on the field–induced quantum phase tran-

sitions. A generalisation of the energy–momentum dispersions of the elementary

excitations in the presence of three–dimensional couplings is presented.

Finally, we show that the S = 1 Heisenberg AFM with strong easy–plane anisotropy

in a magnetic field can be systematically mapped onto an S = 1/2 XXZ Heisen-

berg model in a longitudinal magnetic field. This mapping enables us to gain a

better physical understanding of the original S = 1 model. For all quantities stud-

ied in the following chapters, results for both the S = 1 and S = 1/2 model are

presented and compared in order to test the effectiveness of the mapping.

• In Chapter 2 : The chapter begins with a synopsis of the fundamentals of ESR

theory. Having established the required basis in Chapter 1, a detailed theoretical

study of the ESR spectrum of a S = 1 chain with strong anisotropy is presented.

Special emphasis is given on the contribution of a special two–magnon single–ion

bound state. A numerical analysis through exact diagonalization and a correspond-

ing simulation of the relevant dynamic susceptibilities provides an additional tool

in analyzing important features of the ESR spectrum. Attention is also given to

generalize our results including three–dimensional couplings.

In a subsequent section high-field ESR experimental studies ofNiCl2−4SC(NH2)2

(DTN) are presented and found consistent with theoretical predictions. Perhaps,

the most interesting feature is the experimental signature of the single–ion two-

magnon bound state. Furthermore, the theoretical analysis is completed by calcu-

lating the low–lying ESR spectrum throughout the intermediate region using the

mapping to the effective S = 1/2 model. The chapter closes with general conclu-

sions mostly concentrated on the agreement between theoretical predictions and

experimental findings.

• In Chapter 3 : This chapter is devoted to the calculation of the thermodynamic

quantities, such as magnetization M and the specific heat Cv for both the S = 1

model using a variety of numerical techniques, and the effective S = 1/2 model. It
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is important that this calculation is done for the original Hamiltonian directly in

some numerical ways in order to test the validity of the approximations used while

performing the mapping. We examine both the magnetic–field and temperature

dependence of M and Cv for the whole field–region and a wide range of T , with

special emphasis at the critical behaviour of magnetization and specific heat at

the critical fields. For all quantities studied here, results for both the S = 1 and

S = 1/2 model are presented and compared.

• In Chapter 4 : In this chapter we address the calculation of dynamic correlation

functions pertinent to the study of thermal transport of the S = 1 large–D model

and S = 1/2 XXZ model in the presence of finite magnetic field. In the first part,

the transport theory is presented within the framework of linear response theory,

and relevant issues are discussed. Next, the thermal conductivity of the S = 1

model is presented, as it is calculated using the FTLM method on a chain up to

L = 16 sites. The frequency dependence of the conductivity is explored for a wide

range of magnetic fields and various temperatures. In addition the S = 1/2 XXZ

chain is considered, and the comparison between the two models reveals that the

magnetic field dependence of the Drude weight of the effective model includes all

characteristic features of the S = 1 low–ω behaviour.

For the S = 1/2 chain, attention is also given in the magnetic field dependence

of the spin Drude weight and the magnetothermal corrections to the thermal con-

ductivity, a term that originates from the coupling of the heat and spin currents

in the presence of magnetic field. An analysis on relevant transport experiments

can be found in a subsequent section. Finally, two quantities relevant to the mag-

netothermal effect in spin systems are provided, the magnetic Seebeck coefficient

S and the figure of merit ZT .



Chapter 1

Quantum Spin-1 Chains

Haldane [9] first argued in 1983 that spin–S, one dimensional Heisenberg Antiferromag-

nets (AFM) have an excitation gap and a finite correlation length for an integer, but

not half integer, spin S. He therefore suggested that there is a fundamental difference

between half-integer and integer AFM spin chains, with quantitative implications to the

physical properties of each model, which crucially depend on the existence of a gap. His

argument was based on a field theoretical treatment of the problem, where he related

the large–S AFM to the O(3) nonlinear sigma model (NLσM) quantum field theory.

Haldane’s conjecture challenged the conventional picture originally given by Bethe

in his pioneering work [2], where the exact treatment of the S = 1/2 chain predicts a

many body ground state, with no gap to the excited states, and with spin correlations

that decay slowly as a power law of distance. The spin-wave spectrum for the S=1/2

quantum chain was derived by des Cloizeaux and Pearson [10] in 1962. One has to note

that, since the Mermin-Wagner theorem [12] does not allow long range order in one

dimension, the power–law correlations correspond to quasi–long–range order and the

massless excitations are not true Goldstone bosons [11].

The one–dimensional quantum chain is also different with the picture valid in higher-

dimensions, where the behaviour of the AFM Heisenberg chains is given by simple spin–

wave theory [13, 14]. Within this theory, two Goldstone modes are predicted, which

correspond to the breaking of the SO(3) symmetry to SO(2) rotations about the z

axis. The simplest and most studied example of an integer-S chain is the S = 1 AFM

spin chain, which has been studied in numerous numerical and analytical works. The

mapping of the large-S chain onto the NLσM is not rigorous, and an exact solution

of the quantum problem is still missing. Having that in mind, the numerical methods

developed so far, have served to establish reliable results about the existence of a finite

gap between the singlet ground state and excited states and of a finite correlation length.

The main properties of the S=1 chain, as well as several approaches concerning the

difference between integer and half–integer spin chains, are presented in the subsequent

6
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subsections. A review of the experiments that confirm the existence of a gap in Haldane

chains can be found at the end of this section.

1.1 Haldane Phase

The ground state of the one dimensional S=1 Heisenberg chain is a spin singlet, and

the lowest excitation is a massive triplet with S=1. Early numerical calculations [15, 16]

based on an exact diagonalization of a finite chain of length up to N=12, showed that

the systems is characterised by nonmagnetic singlet ground state with a nonzero gap

and an exponential decay of the spin–correlation functions.

Larger systems of N = 32 became accessible with an efficient Monte Carlo method

[17–19]. These studies support Haldane’s prediction that a gap exists in the excitation

spectrum for an infinite chain. They suggested a gap of ∆ = 0.41J at momentum π,

and the ground state energy was found equal to E0/NJ = −1.4015. At this point a

coherent picture was formed with the lowest excitation being a triplet with a dispersion

E(k) = ∆ + u2(k − π)2/(2∆) + ... and with the next-lowest excitation being the two–

magnon continuum beginning at E = 2∆ and k=0 [20].

Even though with Monte Carlo methods longer chains can easily be studied, the re-

sults have statistical as well as systematic errors with the latter being much more trou-

blesome. Real-space renormalization-group methods have also been applied by White to

spin chains [21, 22], which is a substantially better method than Monte Carlo and similar

in accuracy with results obtained from exact diagonalization, but one can treat lattices

hundreds of sites long. Improved results for the ground-state energy per site of the in-

finite chain is found to be E0/NJ = −1.401484038971 and Haldane gap at momentum

π was provided, ∆ = 0.41050. Open-ended S = 1 chains have effective S = 1/2 spins

on each end, with exponential decay of the local spin moment away from the ends, with

decay length ξ = 6.03. Many low–lying excited states were found, including one– and

two–magnon states, for several different chain lengths. Since the magnons have S = 1,

the two–magnon states are singlets S = 0, triplets S = 1 and quintuplets S = 2. For

magnons with momenta near π, the magnon–magnon interaction in the triplet channel

is shown to be attractive, while in the singlet and quintuplet channels it is repulsive.

The above described picture is summarized in Fig. (1.1.2) .

Exact diagonalization technique by the Lanczos method [23] was later used to reach

finite chains up to N=22. The estimated values for the Haldane gap and the ground

state energy are close to the ones calculated by White, but a more accurate estimate of

the spin-spin correlation function was made possible, which is well fit by e(−r/ξ), with

ξ = 6.2. Therefore, the predictions of Haldane about the existence of an excitation gap

and a finite correlation length for a S = 1 Heisenberg AFM chain have completely been

confirmed by numerical means.
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TABLE I. Ground-state energies per site of infinite S= 2

and S=l antiferromagnetic Heisenberg chains. The exact
Bethe-ansatz result for the energy of the S= & chain is
—ln2+ 4 =—0.443147. . . , and m is the number of states kept
in block A (counting a triplet as three states, etc.). Results la-
beled are obtained from a linear extrapolation to P 1.
Monte Carlo results are taken from Refs. [7] and [5].

16
24
36
44

MC

S=—I
E[Ixact

5.8x10 '
1.7x 10
7.8 x 10
3.2x 10
1.9x 10

a 5x10

S=—I
1 —Pm

8.0x 10
1.9x 10
9.0x 10
3.6x 10

S=l
—Ep

1.401 089
1.401 380
1.401 437
1.401 476
1.401 484 (2)
1.401 S(S)

S=1
1 —P

4.8»0-'
1.6x10 '
6.6x 10
1.1x10 '

effort [5-8] since Haldane argued that the infinite system
has a finite gap between the ground and first excited state
[9]. Thus these two cases provide excellent tests both for
the accuracy of the methods and for their competitiveness
with other numerical approaches. Details of the numeri-
cal methods will be published elsewhere, as well as a
more complete discussion of the results summarized
below.
Table I shows results for the ground-state energies of

the infinite S= & and S 1 chains. The energy per site
was determined from the difference in total energy of the
system 3 A from one iteration to the next. The pro-
cedure was iterated until the energy converged to about
eight digits, about 100 iterations for the S=1 case.
We see from Table I that the method accurately recov-

ers the exact energy of the S= —,
' chain to almost six di-

gits. The truncation error I Pappears —to be an excel-
lent estimator for the errors in the results, and can even
be used to extrapolate to the exact limit P 1 to reduce
errors further. Note the errors decrease roughly ex-
ponentially with m. The final result for the S= 1

ground-state energy appears to be more than 2 orders of
magnitude more accurate than the best available from
Monte Carlo calculations.
Results for the energies of 16 and 22 site blocks for
S=

& from the finite-lattice method are compared with
exact diagonalization in Table II. This iterative diago-
nalization method is able to obtain energies for finite lat-
tices with remarkable accuracy, even keeping only sixteen
states. Results almost as accurate were obtained for
S=l chains, where we compared our results with Ken-
nedy's exact diagonalization [6].
Recently there has been considerable interest in theS=

& degrees of the freedom at the ends of finite, open
S=I chains [6,10]. These effective spin- &

's have been
observed experimentally in NENP systems [10,11], and
are also the subject of current theoretical study [12]. As
noted by Kennedy [6], these spins bind weakly on a finite
open chain to form a singlet ground state with a triplet

TABLE II. Relative errors (E—E„„t)/E„ t in ground-state
energies in the indicated spin sector ST of finite S= 2 chains of
length L =16 and L =22. The exact energies were determined
by a separate exact diagonalization. Truncation errors 1 —P
varied from about 10 to 10 . The L =22, m =24 calcula-
tion took about 20 s of Cray time.

16
24

9.3 x 10-s
2.2x 10

L =16
ST =1
1.2 x 10
54x10 '

L =16
ST=2

5.9x10-s
4.0x10 '

L =22
ST =0

8.0x 10
8.1x10 s

AL =A+a/L' (5)

quite well, with d =0.4107(3) and a =67.9. Nightingale
and Blote obtained 5=0.41 by extrapolating Monte Car-
lo results for chains up to L 32.
Because the two S= & degrees of freedom at the ends

of an S=l chain always bind to form the singlet and
triplet discussed above, they are usually not directly ob-
served numerically [6]. An interesting way to see a singleS= —,

' effective spin is to attach a real S= —,
' spin onto

one end of a finite S =1 chain. The ground state of this
system is a spin doublet. Figure 3 shows the expectation
value of S; as a function of lattice site i for a sixty-site
chain for the ST=+ —,

' ground state. The S= & degree
of freedom manifests itself at the opposite end of the

0.46

0.45

0.44

0.42

0.41

0.40
RMS deviation: 1.2xi 0

0.080.020.00 0.04
100jL~

FIG. 2. The Haldane gap as a function of lattice size L.

just above it (for an even numbered chain). In order to
see the Ha[dane gap with open boundary conditions, one
must look at the first excited state above this triplet. %'e
find that the next excited state has total spin ST=2, a
quintuplet, and we define the Ha[dane gap for system size
L, h~, as the gap between the lowest-lying ST=2 and
ST= 1 states.
Figure 2 shows the Ha[dane gap AL for lattice sizes

ranging from 40 to 300 using the finite-lattice method,
using m=40 and m=50 and extrapolating to P l.
The data are fitted by the form

2865
Figure 1.1.1: The Haldane gap as
a function of lattice size L, as it
has been calculated by the real-space
renormalization-group method. The
figure is taken from [21].

3848 STEVEN R. WHITE AND DAVID A. HUSE 48

mygnon
contirtuum

7

4

two-
magnon
continuum

Si

G round State

0
Momentum

FIG. 6. Schematic of the spectrum of low-lying states for
an infinite chain. E is the energy of the excited state, Eo that
of the ground state, and A is the Haldane gap. Note that for
a given momentum, the one-magnon state, when present, is
separated from the continua above it by a gap where there
are no excited states.

magnon is indeed a particlelike excitation, and we ac-
curately measure its dispersion relation near vr. Inelastic
neutron scattering from the qausi-one-dimensional spin-1
antiferromagnet NENP has seen quantitatively the same
dispersion, with a splitting of the triplet due to the weak
anisotropies in that system.
One may also excite two or more magnons. This re-

sults in the multimagnon continua illustrated in Fig. 6.
The continua are labeled by the maximum number of
magnons that a state of that total excitation energy and
total momentum can decay into. Thus, for example, the
magnon band disappears into the two-magnon continuum
near momentum 0.3'. At this point the single magnon
with momentum near 0.3m becomes unstable to decay
into two magnons, each with momentum near —0.85m,
with the same total energy and the same total momentum
modulo 27r. We discuss the two-magnon excited states in
some detail below. The multimagnon continua have not
yet been detected experimentally.
The wave function of the one-magnon state with mo-

mentum q and S = o. in an infinite chain is expected to
be of the form

0.040

0.030

I =GQ 8*=1
n=2, 3,4

is smaller than the length of our finite chain, we expect
the magnon to propagate as a free particle in the bulk of
the chain, scattering only at the ends of the chain where
translational invariance is broken.
For our finite-length chains with spin 1/2's on the ends

the lowest-lying few excited states are single-magnon
triplet states, with the magnons having particle-in-a-box
spatial wave functions. This can be seen by examining
the spin density (S;. ) in the S' = 1 states; some ex-
amples are illustrated in Fig. 7. We label these single-
magnon states by their principal quantum number n. ForJ „d& 0.51 the principal quantum number counts the
number of maxima in the smooth part of (S;). The pat-
terns in Fig. 7 are those expected for the probability den-
sities (the square of the modulus of the wave function) for
the eigenstates of a particle in a box. Note for Fig. 7 we
have adjusted the end coupling to J „g= 1.5 where the
amplitude of the wave function is minimal at the ends to
minimize scattering into other states. That the magnons
are behaving as particles of finite size carrying energy
and spin is seen by noting that the excess energy above
the ground state is distributed along the chain with the
same pattern as the spin and these patterns are just those
expected for particle-in-a-box eigenstates. Although mo-
mentum is not a good quantum number in this chain
with ends, the nice periodicity of the spin density away
from the ends shows that the magnon wave function is,
to a good approximation, a sum of two momentum eigen-
states with equal and opposite momenta, thus producing
a standing wave. The magnitude of the deviation of the
momentum from zero or 7r can thus be deduced from the
period of the spin pattern. To distinguish between mo-
menta near zero and momenta near vr, one must look at
the sign of the wave function, which is not detected by the
spin density. For even length chains the parity operation
exchanges sublattices, and so a state's eigenvalue under
parity can be used to determine whether the momentum
is near zero or near vr.
The interaction of the magnon with the ends of the

where l0) is the ground state. The magnon creation op-
erator ct (l) consists of spin operators and products of
spin operators in the vicinity of site E. If the magnon
were truly a point particle, the creation operator would
be simply a spin operator at site E. The true magnon
creation operator ct (/) also contains products of spin
operators away from site E. The weight of these multisite
terms presumably decays as one moves away from site 8
with some characteristic length which is thus a measure
of the size of the magnon as a particle. If this particle size

0.010

0.000
0 io 20 30

8

40 50 60

FIG. 7. Local spin densities for the one-magnon excited
states with principal quantum numbers n = 2, 3, and 4, and
total S = 1, for a chain of length L = 60 and J

Figure 1.1.2: Low-lying states for an
infinite S=1 chain. The figure is taken
from [22].

Large–S mapping onto the NLσM: At this point, we review some of the basic as-

sumptions made by Haldane in order to map the spin-S chain onto the NLσ Model.

For our purposes it is sufficient to survey the most important results obtained without

giving details on the exact derivation on the model. The reader can refer in the original

paper [9] or review papers such as [11] and [24] for the full treatment of the problem.

The starting point is the spin-S isotropic AFM Heisenberg chain with nearest neighbors

interactions, described by the Hamiltonian:

H = J
∑

n

Sn · Sn+1 . (1.1.1)

Since we are interested in the long–wavelength low–energy modes, it is convenient to

define the m and l fields as slowly varying quantities on the scale of the lattice, given

by:

m(2n+
1

2
) = (S2n+1 − S2n)/2, l(2n+

1

2
) = (S2n+1 + S2n)/2 . (1.1.2)

The commutation relations between fields m and l in the S → ∞ are of the type

that occur in quantum field theory. If we calculate the Hamiltonian (3.0.2) in a gra-

dient expansion, keeping terms up to m2 and l2, we arrive at the following effective

Hamiltonian:

H =
u

2
[g2(l− θ

4π
m)2 + m2/g2] . (1.1.3)

with velocity u = 2JS, coupling constant g = 2/S and topological angle θ = 2πS. The

field m is constrained to have a unit magnitude, m2 = 1. This Hamiltonian follows from

the action:

S =
1

2g

∫
dx0dx1∂µm∂µm + i2πSQ . (1.1.4)
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The first term is known as the O(3) NLσM and the second is a topological term, where

the integer–valued quantity Q is given by

Q =
1

4π

∫
d2m · (∂0m× ∂1m) , (1.1.5)

and measures the winding number of how many times the vector m sweeps the

unit sphere when x sweeps the 2D space time. Since e−S is a periodic function of

θ = 2πS, all physical properties of the model are periodic in θ. Thus, for integer-S

chains we effectively have θ = 0, and without the topological term the partition function

of the quantum AF spin-S chain is equivalent to that of a classical 2D ferromagnet at

the effective temperature Teff = g in the continuum approximation. The equivalence

between a d–dimensional quantum many body system and a (d+1)-dimensional classical

statistical mechanical system is known as classical–quantum correspondence. It is known

[25, 26] that at finite temperature the 2D classical AFM has a finite correlation length

ξ ∝ e2π/Teff which corresponds in the original spin chain at T = 0 to a finite Haldane gap

∆ ∝ JSeπS . The disorder due to thermal fluctuations in the classical model corresponds

to quantum fluctuations in the quantum model. Thus the ground state is disordered

with a massive triplet as the lowest excitation. Note that, a semiclassical analysis of

Hamiltonian Eq. (1.1.3) would reproduce the results of spin–wave theory to first order

in 1/S, namely two free massless Goldstone bosons.

For half–integer spins, the partition function carries a phase e−i2πSQ, which leads to

interference of configurations with different Q and at the absence of the gap. A more

detailed analysis of the half–integer case can be found in [11], where the connection

between topological effects and the generation of a mass is explored.

As it was pointed out by Affleck in [34], due to the m2 = 1 constraint, the Eq. (1.1.3)

is a highly nonlinear theory. A much simpler theory was introduced, where from a

renormalization group transformation, the linear version of the model arises. The con-

straint is relaxed and a repulsive m4 is added. A simple mean-field theory is obtained

by assuming that the interaction strength between particles is small, and this theory

contains a triplet of bosons with rest energy ∆. An alternative field theory for the S = 1

Heisenberg model with a single ion anisotropy and quadratic exchange was suggested by

Tsvelik [35]. This model is a simple theory of three Majorana fermions, where a variant

of the Jordan–Wigner transformation was used.

The Lieb–Shultz–Mattis theorem and the VBS model: From the discussion above,

it became evident that there is a difference between integer and half–integer spin chains,

since the two models map onto different field theories in the S → ∞ limit. While

the behavior of the integer–S chain is better understood in terms of the NLσM, the

existence of the topological term in the action Eq. (1.1.4) makes the picture for the



Chapter 1. Quantum Spin-1 Chains 10

half–integer chain (θ = π) more complicated. A more clear resolution is provided by

the Lieb–Schultz–Mattis theorem [27] for the S = 1/2 chain, later extended to arbitrary

half–integer S [28] and to finite magnetization [29]. The theorem proofs in a rigorous

way that if we have a half–integer spin Hamiltonian H such that,

(a) includes only short-range exchange interactions (local),

(b) respects translational symmetry by α lattice constants,

(c) respects rotational symmetry,

then either H has a unique ground state with zero gap, or the ground state is de-

generate corresponding to spontaneously broken parity. It follows that if a spontaneous

breaking of the translational symmetry is excluded, a spin–S Heisenberg chain can only

be gapped if S is integer. An example of an exactly solvable S = 1/2 chain with broken

parity is the following:

H =
∑

n

J

(
Sn · Sn+1 +

1

2
Sn · Sn+2

)
, (1.1.6)

first introduced in [30]. For an even periodic chain, there are two ground states with

broken parity that can be represented by a simple dimer configuration, and a finite gap

above them. Another exactly solvable model with integer spin–S is the so–called valence

bond solid (VBS) model, like the one introduced by Affleck, Kennedy, Lieb and Tasaki

in [31] for S = 1 also known as AKLT model with a Hamiltonian:

H =
∑

n

[
Sn · Sn+1 +

1

3
(Sn · Sn+1)2

]
. (1.1.7)

The ground state of Eq. (1.1.7) can be constructed by regarding every spin operator

as a symmetrized product of 2 S = 1/2 operators and linking each S = 1/2 spin to its

neighbor from the nearest site with a single bond, see Fig. 1.1.3. For periodic boundary

conditions, the singlet ground state is unique.

If the VBS state is used as a variational trial function for the Haldane chain, it will

result a ground state energy equal to E0 = −4/3, a value very close to the one obtained

numerically E0 = −1.41. On the other hand, the correlation length for the VBS state

is determined as ξ = 0.9, a value much different to the one calculated for the Haldane

chain ξ = 6.3. Therefore, the VBS model provides an intuitive picture of what the

singlet ground state might look like and the existence of the gap, but it can not be used

for calculations.

At this point, a clarification should be made for the S = 1 bilinear-biquadratic chain,

which may be written in the most general form as:

H =
∑

n

[
Sn · Sn+1 − β(Sn · Sn+1)2

]
. (1.1.8)
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Figure 1.1.3: The ground state of the AKLT Hamiltonian with a single valence bond
connecting every neighboring pair of sites.

The AKLT Hamiltonian is given for β = −1/3. Another exactly solvable model can

be constructed using β = 1. In this case, the model can be solved by the Bethe ansatz

technique [32], and as proven, the gap vanishes and the correlation length diverges.

This suggests that a transition should occur at a critical βcr, between the two phases,

or maybe the existence of a more complicated phase diagram. According to [33], the

well established phases of the phase diagram are a Haldane, a ferromagnetic one, and

the dimerized one. The β = 1 corresponds to a critical point.

Experimental Verification: The first experimental evidence for the existence of the

Haldane gap came from neutron scattering experiments [43] in 1986 for the nearly

isotropic AFM chain CsNiCl3. Experimental data supported the Haldane conjecture

of a gap of about 0.4J at k = π. The most experimentally studied S = 1 isotropic

compound is the Ni(C2H8N2)2NO2(ClO4) abbreviated as NENP. Two finite gaps at

k = π were measured for this compound [44], that correspond to two branches of the

triplet that are split by the presence of an effective anisotropy.

1.2 Easy plane anisotropy

The Hamiltonian of the isotropic Heisenberg system described Eq. (3.0.2) does not ex-

haust all possible effective interactions that one might include. Among the other pos-

sibilities, a single ion anisotropy of the form D
∑

n(Szn)2 can be added, describing the

tendency of the spins to align along the z axis for D < 0, or along the x − y plane

for D > 0. The physical properties of the system strongly depend on the strength of

anisotropy D. The inclusion of this type of anisotropy will yield the following Hamito-

nian:

H =
∑

n

[
±JSn · Sn+1 +D(Szn)2

]
(1.2.1)

The importance of this type of Hamiltonian becomes apparent if ones considers that

Eq.(1.2.1) provides an adequate phenomenological theory for the magnetic properties

of real materials, such as CsNiF3 (a FM with J/D ' 2.6 [45]), CsFeCl3 (a FM with

J/D ' 1/4 [46]), CsFeBr3 (an AFM with J/D ' 1/5 [47]), NENP (an AFM with

J/D = 5.9 [48]) and DTN (AFM with J/D = 1/4 [49]). In fact, in most of the known
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S = 1 magnets, the Heisenberg exchange is complemented by single-ion anisotropy. The

interplay between these interactions with external magnetic field and lattice geometry

can result in a rich variety of quantum phases and phenomena.

1.2.1 Microscopic origin

Such a contribution arises from the following mechanism [3]. Apart from the intraatomic

Coulomb term, and the possible contribution from the crystal field, the spin–orbit and

the Zeeman term should be considered. The former corresponds to the interaction

between the electron spin and the field produced by its orbital motion, whereas the

latter appears due to the presence of a uniform external magnetic field H. These two

terms are:

Hs−o +HZ = λL · S− µB(L + 2S) ·H . (1.2.2)

The idea is to project out the orbital dependence, and since there is no mixing of

orbital and spin states, the eigenfunctions of Eq.(1.2.2) are of the form |Γ, γ〉|S,Ms〉,
where Γ and γ indicate the representation and the particular basis state chosen (see [3]).

By the use of perturbation theory, the correction to the orbitally nondegenerate ground

state |Γ, γ〉 to second order in perturbation theory reads:

Heff = 2µBH · S−
∑

Γ′ ,γ′

|〈Γ′ , γ′ |µBH · L + λL · S|Γ, γ〉|2
EΓ′ ,γ′ − EΓ,γ

. (1.2.3)

As a result, since the calculation was done within the orbital space, the effective spin

Hamiltonian Heff depends only on the spin operators and should be diagonalized within

the spin subspace. Expanding the square, the Heff can be written as:

Heff =
∑

µ,ν

(
µBgµνHµSν − λ2ΛµνSµSν − µ2

BΛµνHµHν

)
, (1.2.4)

where

Λµν =
∑

µ,ν

〈Γ, γ|Lµ|Γ′ , γ′〉〈Γ′ , γ′ |Lν |Γ, γ〉
EΓ′ ,γ′ − EΓ,γ

, gµν = 2(δµν − λΛµν) . (1.2.5)

The second term represents the fine structure, or single ion anisotropy, and since it

reflects the symmetry of the crystal it could be in general anisotropic. In a cubic crystal

Λxx=Λyy=Λzz, and the anisotropy term reduces to a constant. If the z axis is of highest

symmetry, the Λ tensor will have Λxx=Λyy= Λ⊥ eigenvalues along the perpendicular

directions to z, and different Λzz=Λ‖ along z. In that case, the effective Hamiltonian
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without the last term becomes:

Heff = g‖µBHzSz + g⊥µB(HxSx +HySy) +D
(
S2
z − S(S + 1)

)
+

1

3
S(S+ 1)(2Λ⊥+ Λ‖) ,

(1.2.6)

where D = λ(Λ‖−Λ⊥)2. Note that the quadratic anisotropy term vanishes identically

in the case S = 1/2.

1.2.2 Phase Transitions

As mentioned earlier the properties of the system strongly depend on the strength of

anisotropy D. The case D = 0 has been extensively studied in the literature, and as

discussed earlier, the ground state is a singlet with a massive degenerate triplet as the

next–lowest excitation. When positive D > 0 interaction is introduced, acting as a

perturbation to the isotropic Hamiltonian, the rotational symmetry breaks down to the

rotation along the z axis. Thus, the triplet splits into a higher in energy singlet with

Sz = 0, and a lower lying doublet Sz = ±1. Accordingly, The Haldane gap is split

into two components, one gap ∆− between the ground state and the Sz = ±1 and one

∆+ between the ground state and the Sz = 0 component of the triplet. The former

decreases with D, whereas the latter increases. In [36], chains up to 16 were studied

by a Lanczös method and chains up to 32 by a quantum Monte Carlo simulation. The

gaps ∆+ and ∆− are estimated for values of D up to 0.25, as ∆+ = 0.41 + 1.41D and

∆− = 0.41− 0.57D.

HALDANE GAPS IN A SPIN-1 HEISENBERG CHAIN WITH. . . 9799

II. HALDANE GAP AND ANISOTROPY

We briefly review some known results' about the iso-
tropic Heisenberg spin-1 AF chain:

HO= Jg S; S;+, . (2.1)
0.41

Hn=D g(S ) (2.2)

This perturbation of the isotropic Hamiltonian (2.1)
breaks the rotational symmetry down to the rotation
around the z axis. As a consequence, the first excited
triplet state is split into a higher-energy singlet S'=0 and
a lower-lying doublet S'=+1. The Haldane gap is thus
split into two components: one gap 6' ' decreasing with
D between S'=0 and S'=+1 and one gap 6'+' increas-
ing with D inside the S'=0 subspace between the first
two levels. These two levels are also distinguished by
their momentum: The ground state has E =0, and the
excited state has E =m. This picture is clearly seen
when D is not too large. For large D the physics is quite
different: The ground state is close to the state with allS' components of the spins equal to zero. The gap can be
obtained by straightforward perturbation theory
d, =D —2+O(1/D). This large-D singlet phase is very
different from the Haldane phase at small D. It is thus
quite natural to expect a phase transition between these
two regimes. However, its precise nature remains to date
rather elusive. There are two possibilities: Either there is
a finite range of values for D where the gap is zero or
this happens in one isolated point ' close to D = 1 (see
Fig. 1). Present numerical studies are not yet decisive.
In the case of NENP, we are concerned with

The vectors S; are quantum spin operators satisfying the
SU(2) rotation algebra with length S;=2. They are locat-
ed along a one-dimensional lattice of N sites with
periodic-boundary conditions. The exchange constant J
is taken to be positive, favoring antiferromagnetism. By
an approximate mapping' onto the O(3) nonlinear o
model, Haldane has argued that this system has a gap in
the thermodynamic limit. Let us denote by Eo and E,
the energies of the singlet ' ground state and first excited
triplet state of the finite system. Then the Haldane con-
jecture means that b, =limz „(E& Eo ) i—s nonzero.
This picture can be understood even in the standard
framework of spin-wave theory. A renormalization-
group treatment of the perturbative spin waves shows
that there is dynamical mass generation in a manner per-
fectly analogous to what happens in the nonlinear o. mod-
el. This phenomenon is expected to hold for integer spin
chains, but not for half-integer spin chains, in agreement
with Bethe's solution for spin —,'. Although suggestive,
present analytical techniques are not conclusive. Thus
numerical techniques have been applied to the Hamil-
tonian (2.1). First positive results were obtained by diag-
onalization through the Lanczos algorithm of chains of
up to 14 spins. Then the QMC method was applied to
the problem, allowing to reach 32 spins, and a reliable
estimate 6=0.41Jis in general agreement.
Let us now discuss the role of single-ion anisotropy:

0.0

0.0 -1.0

FIG. 1. True gap of the spin-1 AF chain as a function of the
single-ion easy-plane anisotropy D. The Haldane phase extends
from D =0 up to =1. At large D the gap increases in a new
singlet phase. The transition around D =1 with vanishing gap
can take place in an isolated point or in a small range of values
(hence the question mark on the Agure). The compound NENP
is around D =0.2.

Z= fDn5(n 1)exp —— J d x(Vn) . (2.3)1

2g

Here the order parameter vector n is a two-dimensional
field with N components that we parametrize in the fol-
lowing manner:

(2.4)

The constraint on the length of the vector is resolved by
u=(1 n)' The G—oldston. e modes are described by
the N —1 fields m. . To obtain the equation of state, one
couples an external field H to the o. field: Ho. . There is
then an induced magnetization M that vanishes in two di-
mensions when H goes to zero. The saddle-point evalua-
tion of the path integral (2.3) in the large-N limit leads to
a relationship between M and H:

D =(0.1—0.3)J, quite deep into the Haldane phase.
Let us now discuss the extrapolation to the thermo-

dynamic limit of the results obtained in a finite-chain cal-
culation. Since we are dealing with a massive theory, one
expects on general grounds an exponential convergence
toward the thermodynamic limit in the case of an unbro-
ken continuous symmetry. We demonstrate this behavior
explicitly by studying the nonlinear o model with O(N)
symmetry in the limit N~ 00 (at the end of this section,
we denote by 1. the number of sites of the chain). This
field theory when N =3 is presumably the effective theory
of the massive quantum spin chains. ' Its partition func-
tion can be written as

Δ

Figure 1.2.1: Gap of the spin-1 AF
chain as a function of the single-ion
easy-plane anisotropy D. The Haldane
phase extends from D = 0 up to D = 1.
Figure is taken from [36].
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I. INTRODUCTION

One-dimensional antiferromagnetic spin chains have been
the subject of recent investigations by numerous groups. A
uniform antiferromagnetic Heisenberg chain is known to
have a gapless ground state for half integer spin. In particu-
lar, the exact solution is available for S!1/2 chains.1 In con-
trast, for integer spin,2 there is a gap between the first excited
state and the ground state. This state is destroyed by various
types of perturbations such as single-ion-type anisotropy, ex-
change anisotropy, and bond alternation.3–6 In this context,
the S!1 XXZ chain with single ion anisotropy has been
studied by many authors from the early stage of the study of
Haldane gap problem. In the present work, we present the
quantitative phase diagram of this model analyzing the exact
diagonalization data by various methods including the re-
cently developed level spectroscopy method7 based on con-
formal field theory and renormalization group. These meth-
ods of analysis allow us to obtain an accurate phase diagram
even using the numerical data for relatively small size sys-
tems.
This paper is organized as follows. In the next section, the

model Hamiltonian is defined and the obtained phase dia-
gram is presented. The numerical exact diagonalization re-
sults and methods of analysis are explained in Sec. III. The
final section is devoted to a summary and discussion.

II. MODEL HAMILTONIAN AND GROUND-STATE PHASE
DIAGRAM

The Hamiltonian is given by

H!#
l!1

N

$J!Sl
xSl"1

x "Sl
ySl"1

y ""JzSl
zSl"1

z %"D#
l!1

N

Sl
z2 ,

!1"

where S! l is a spin-1 operator. The parameter D represents
uniaxial single-ion anisotropy. The periodic boundary condi-
tion is assumed unless specifically mentioned. In what fol-
lows, we set J!1 to fix the energy scale. The ground-state
phase diagram of this model consists of the Haldane phase,

the large-D phase, two XY phases, the ferromagnetic phase,
and the Néel phase.4,5 Between these phases, various types of
phase transitions take place. There is a gapful phase to gapful
phase transition !Gaussian transition" between the Haldane
phase and large-D phase, gapful-gapless Berezinskii-
Kosterlitz-Thouless !BKT" transitions between the XY phase
and the Haldane or large-D phase, an Ising transition be-
tween the Néel phase and Haldane phase, a first-order tran-
sition between the ferromagnetic phase and the large-D
phase or XY phase. The character of the transition between
the large-D and Néel phase is still unclear although it is
likely to be the first-order transition.
Our phase diagram is summarized in Fig. 1. For Jz#0,

the Haldane-large-D transition line of is shown by the ! .
For large D, the ground state becomes a large-D phase, the
Haldane phase appears under the large-D phase. With the
decrease of D, the ground state becomes the Néel phase. The
line with the symbol " represents the Haldane-Néel transi-

FIG. 1. The phase diagram of S!1 XXZ chains with uniaxial
single-ion-type anisotropy. The solid lines and symbols are the tran-
sition lines. The dotted line shows the curve Jz!$1/2!D! expected
from the perturbation calculation for large negative D.

PHYSICAL REVIEW B 67, 104401 !2003"

0163-1829/2003/67!10"/104401!7"/$20.00 ©2003 The American Physical Society67 104401-1

Figure 1.2.2: The phase diagram of
S = 1 XXZ chains with uniaxial single-
ion-type anisotropy. The solid lines
and symbols are the transition lines.
Figure is taken from [38].

When D is increased the Haldane gap is diminished until it vanishes. At this point a

transition occurs, so when D is further increased we observe the rise of a gap of different
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nature. For large D the ground state is the direct product of states with Sz = 0 because,

due to the large anisotropy, all spins are forced to lie in the XY plane. It is therefore

natural to expect a phase transition at a critical Dcr, which can be either an isolated

point, as shown in Fig. 1.2.1, or a collection of values of D, a phase with non–zero

width in D. Early numerical calculations [37] showed that the transition occurs clearly

in a narrow region, and most likely there is only one isolated point with Dcr = 0.99J .

This is clarified in more recent studies [38, 39], where the critical value is reestimated

Dcr = 0.968J with better accuracy.

Interesting physics arises if one considers a slightly more complex Hamiltonian, al-

lowing anisotropies in the exchange interaction:

H =
∑

n

(
J(Sxi S

x
i+1 + Syi S

y
i+1) + JzS

z
i S

z
i+1 +D(Szi )2

)
. (1.2.7)

The ground-state phase diagram of this model consists of the Haldane phase, the

large-D phase, two XY phases, the ferromagnetic phase, and the Néel phase [38–40].

Between these phases, various types of phase transitions take place, as they are sum-

marized in Fig. 1.2.2. It is fascinating that such a rather simple model exhibits a very

complex diagram.

1.3 Large – D Limit

We will now focus on the isotropic version of Hamiltonian (1.2.7), where there exist

two distinct coupling regimes controlled by the anisotropy constant D. The transition

between the two regimes is marked by the critical value Dcr. In the previous section we

summarized some important results concerning the properties of the D < Dcr region,

but here we shall be interested in strong anisotropies. In this limit, a gap of a differ-

ent nature reappears above the critical value and is present in both antiferromagnetic

(AFM) and ferromagnetic (FM) chains. This problem is of obvious theoretical interest

since there exist several experimental realizations of spin–1 chains with large easy–plane

anisotropy, for example the organic compound NiCl2 − SC(NH2)2, (dichloro–tetrakis

thiourea–nickel(II), abbreviated as DTN), that has attracted considerable experimen-

tal and theoretical attention [8, 41, 42]. In this section we examine the ground state

properties of the model in the presence of magnetic field along the hard axis.

A way to attack the situation is by the usual semiclassical approach, which has

proven to be a useful tool to provide the essential aspects of the excitation spectrum for

systems which exhibit (anti)ferromagnetic order in their ground state. Unfortunately,

the standard semiclassical theory of magnetism fails in one dimension owing to strong

quantum fluctuations, and in the present problem, predicts no gap for either weak or

strong easy-plane anisotropy. Moreover, the semiclassical calculation of the Haldane
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Hamiltonian suggests that the antiferromagnetic magnon is a spin-1 state with twofold,

instead of the expected threefold, multiplicity. Therefore, the usual semiclassical theory

of magnetism is clearly inapplicable for all couplings.

A more sophisticated spin–wave approach based on a 1/n expansion was developed

in [50, 51] in order to account for magnetic systems with planar behavior and systems

involving quartic exchange interactions [52]. The method enables one to study magnets

with weak as well as strong single–site anisotropies, and predicts a sharp crossover

transition for intermediate couplings. This critical behavior was found at Dcr = 4J and,

as is often the case with semiclassical methods, this theory fails to predict the correct

critical coupling. Note that numerical simulations indicate that the true critical coupling

is at Dcr = 0.968J [39].

The accuracy of the modified semiclassical approximation is challenged through a

direct strong-coupling expansion for the T = 0 dynamics; that is, an expansion in powers

of J/D [53], where the exchange interaction is treated as a perturbation. The strong–

coupling expansion, not only provides analytical approximations for the dispersion of

elementary excitations, but also yields valuable information on certain bound states

[54] that can be observed through the two-point longitudinal correlation function. This

bound state is missed by the semiclassical theory for more or less the same reason that

the familiar Holstein-Primakoff expansion does not yield direct information for the two–

magnon bound states known to exist in ferromagnets. More calculational details on the

strong coupling expansion will be given in 1.3.2.

We now restrict our study in the one dimensional AFM chain. In the presence of

magnetic field H along the hard axis (z), the Hamiltonian reads:

H =

N∑

n=1

[
JSn · Sn+1 +D(Szn)2 + gµBHS

z
n

]
, (1.3.1)

where both D and J are taken to be positive. It is convenient to scale out the

anisotropy constant by measuring energy in units of D. The remaining independent

parameters are:

ρ = J/D , h = gµBH/D . (1.3.2)

We are interested in the ρ� 1 limit, but no restriction is imposed for h. Important

for the discussion of the properties of model (1.3.1) is the presence of symmetries leading

to good quantum numbers such as wave vector k (translation) and Sz (rotation about

z-axis).

In the limit of infinite D, spins uncouple and Eq.(1.3.1) reduces to a sum of single–

site Hamiltonians, the spectrum of which may be obtained trivially. The ground state

is then the direct product of states with vanishing azimuthal spin, Szn = 0 for each site
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n:

|Ω〉 = |1, 0〉 ⊗ |1, 0〉 ⊗ |1, 0〉 ⊗ . . .⊗ |1, 0〉 , (1.3.3)

and has vanishing energy. This phase is called quantum paramagnetic phase because

the dominant anisotropy term forces each spin to be in a nonmagnetic state with Szn = 0

and no order is expected down to zero temperature T = 0.

At zero magnetic field, h = 0, the first excited states can be constructed by assigning

the value Szn = ±1 to one site, with eigenvalues ε± = 1 in rationalized units (or ε± = D).

The degeneracy of the lowest excited states is lifted in the presence of magnetic field,

because the eigenvalues are given by ε± = 1±h; there are N independent states that are

obtained by exciting any single site to an azimuthal spin Sz = 1 with energy ε+ = 1 +h

and N independent states that are obtained by exciting any single site to an azimuthal

spin Sz = −1 with energy ε− = 1 − h. We shall refer to these states as exciton and

antiexciton, correspondingly. Next excited states correspond to states with more than

one non–vanishing azimuthal spin of either sign; there exist N(N-1)/2 two exciton states

with Sz = 2 and energy E++ = 2ε+, N(N-1)/2 two antiexciton states with Sz = −2

and energy E−− = 2ε−, N(N-1) exciton–antiexciton states with Sz = 0 and energy

E+− = ε+ + ε−, and so on.

Figure 1.3.1: Schematic representation of the ground state Eq. 1.3.3 of the S = 1
AFM Heisenberg chain. Yellow indicates a site with azimuthal spin Sz = 0.

A pertinent question is how this picture changes in the presence of small but nonvan-

ishing exchange interaction. The ground state is given by Eq.(1.3.3), and the elementary

excitations are Sz = 1 excitons and Sz = −1 antiexcitons. Since we turned on the ex-

change interaction, their energy ε±(k) = ε(k)± h becomes dispersive and, for the AFM

case considered here, the smallest gap ∆0 occurs at the zone boundary k = π. It is

the purpose of section 1.3.2 to provide analytical expressions for ε(k) using the strong

coupling expansion.

1.3.1 Field–induced quantum phase transitions

This subsection is devoted on the interesting physics that arises if one succeeds to close

the gap by the magnetic field. The application of magnetic field along the z direction

induces a zero–temperature quantum phase transition at a critical field h1, above which

magnetization develops in the ground state. At this point level crossing occurs and

the azimuthal spin of the ground state is no longer zero but increases with increasing

field. The value of h1 is defined by the gap ∆0, h1 = ∆0. Thus the system enters
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Figure 1.3.2: Diagram of the various phases of model (1.3.1) as a function of magnetic
field. Vertical lines correspond to field–induced phase transitions located at critical
fields h1 and h2. Paramagnetic phase is characterized by a singlet ground state with
Szi = 0 at any site, and lowest excitations have a gap. At h1 level crossing occurs
and the ground state becomes increasingly ferromagnetic, while gapless excitations
are expected. Magnetization develops in the ground state that ranges from zero to
one. At h2 a second transition occurs, where the ground state is a completely ordered
ferromagnetic state with a gapped excitation spectrum.

an intermediate phase through a field-induced quantum phase transition. The magnon

spectrum is expected to be gapless in the intermediate phase but its detailed structure is

now difficult to calculate. A systematic 1/D expansion is not feasible while semiclassical

methods are generally inaccurate at strong anisotropy.

The theoretical model of Eq.(1.3.1) becomes again tractable for sufficiently strong

fields h > h2 where the ground state is a completely ordered ferromagnetic state and

the gapped excitation spectrum ω(k) of a magnon can be calculated exactly. Thus the

ordered state is stable when the field exceeds a second critical value given by the lowest

gap of the magnon dispersion, that again occurs at k = π. Apart from the single magnon

and the two–magnon continuum, the physical picture gets more involved thanks to the

existence of two–magnon bound states. One of them is of special importance in the

analysis of the ESR spectrum. Section 1.3.3 surveys the essential results concerning the

elementary excitations of this phase.

It is relevant to note that at one–dimension and h1 < h < h2, quasi–long–range phase

coherence occurs. This corresponds to uniform magnetic moment in the direction of the

applied field z and a power–law decay of the staggered magnetization orthogonal to the

applied field [55], i.e.,

〈Sai Sbj 〉 ∝ (−1)i−j
δab
|i− j|η (a, b = x, y) . (1.3.4)

In the presence of weak 3D couplings, this will turned into true long-range order. This

magnetic ordering has been identified as an XY –ordered state that exists in the interval

h1 < h < h2 and it is dome shaped, reaching a peak somewhere between the two critical

fields.

Both of these phase transitions are second order, and the order parameter is the
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z component of magnetization, M with discontinuous derivative at h1 and h2. The

dynamical exponent z of the inverse correlation lenght 1/ξ determines the power–law

exponent of the single–particle dispersion ωk at the magnetic–field–induced quantum

critical points (QCP) [5], ωk ∝ kz. We will later see that ωk ∝ k2 at h1 and h2, hence

the dynamical exponent is z = 2. The quadratic shape of the single–particle excitations

cannot be modified as h→ h1 (or h→ h2), and the only effect of the applied field is to

close (or open) the gap.

Another framework of these phase transitions may be considered if the S = 1 system

is thought of as a spin fluid formally described as a gas of hard–core bosons (for a review

see [8]). The Sz = 0 state is mapped into a state with zero bosons per site, the Sz = −1

with one boson per site and the Sz = 1 with two bosons per site, see Fig. 1.3.3. The

particle concentration is tuned by applying an external magnetic field which plays the

role of a chemical potential and the density of bosons corresponds to magnetization.

Therefore, the ground state for h < h1 is an empty state in the bosonic language and

there is a gap for creating a single boson. The Bose gas is populated only above h1, and

the phase transition corresponds to Bose-Einstein condensation in the dilute limit. This

phase extends up to h2, where the spins become fully polarized and the ground state

contains one hard–core boson in each site (Mott insulator in the bosonic language).

Actually, this spin–particle correspondence has been pointed out some time ago for

the 1D Haldane chain [34, 55], where a Landau-Ginsburg formulation of the S = 1

model was developed and some exact results concerning the critical behavior of this

theory were derived. Some caution is necessary with regard to a few crucial points of

this correspondence. The first has to do with the dimensionality d of the system. For

one–dimensional U(1) invariant models, the connection between magnetic spin systems

and gases of particles became clear after the Jordan–Wigner tranformation [56]. The

transformation consists of a nonlocal mapping between S = 1/2 spin operators and cre-

ation and annihilation operators of spinless fermions, that provide a natural realization

of two–level systems. This exact mapping can be generalized in S = 1 systems by using a

generalized Jordan–Wigner transformation [58] , or by considering the low–energy limit

of the spin Hamiltonian, where the Sz = 1 element with a gap ∼ 2h1 at h ' h1 be-

comes irrelevant and may be integrated out. The result is a two–level S = 1/2 effective

Hamiltonian, and its derivation is the subject of section 1.5.

Since the field–induced QCP in 1D is described by a free–fermion theory, it is easy

to compute the exponents of thermodynamic properties as a function of µ and T . At

T = 0 the fermion density is given by ρ ∝ √µ, a result that implies that M ∝
√
h− h1

near h1 and M ∝
√
h2 − h near h2. This is verified by an independent numerical

calculation of the magnetization of model (1.3.1) and is presented in Chapter 3, where

thermodynamical quantities are studied. Derivation of the same result using a bosonic
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language is possible making use of the known result for the ground-state energy as a

function of density in the Bose fluid [57].

For spatial dimension d ≥ 2, a simpler mapping can be used known as Matsubara–

Marsuda transformation [59], where S = 1/2 operators are mapped into hard–core

bosons. This transformation can also be generalized for higher spin–values [60]. The

raising and lowering spin operators are mapped into creation and annihilation bosonic

operators that satisfy the same commutation relations. The application of magnetic

field plays the role of the chemical potential and closes the gap at h = h1. At this

point the ground state is populated by bosons that normally condense into a BEC state.

The BEC state is the particle state of the XY AFM ordered state and the QCP that

separates the quantum paramagnetic and the XY –ordered state belongs to the BEC

universality class in effective dimension D = d + z = d + 2. The same applies to the

second QCP at h2. The asymptotic behavior of the critical fields at low temperatures is

h1(T )− h1(T = 0) ∝ T d/2, and can be used as an experimental signature of the BEC in

quantum magnets. Actually, the power–law behavior of the observed phase boundary

of DTN [61] h1(T )− h1(0) ∝ Tα has been identified as α = 1.47± 0.10 consistent with

the 3D BEC universality class.

There are several reasons for studying BECs in quantum magnets. Among them is

that they have provided experimental tests of the scaling laws of thermodynamic quan-

tities near a BEC QCP ([8] and references within) and a basis to study a variety of

exotic phenomena related to bosonic physics. We should emphasize that a key condi-

tion for observing a BEC is the number conservation that is naturally present in the

Spin Representation Particle Representation

⎸��������

⎸���������

⎸���������
Magnetic Field

Magnetization

Chemical Potential

Density of Bosons

Figure 1.3.3: Diagram of the spin–particle correspondence. The Sz = 0 state is
mapped into a state with zero bosons per site, the Sz = −1 with one boson per site
and the Sz = 1 with two bosons per site. Magnetic field plays the role of the chemical
potential and the density of bosons corresponds to magnetization.
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case of cold–atoms. In the magnetic language, the boson number corresponds to the

longitudinal magnetization along z axis and the number conservation to uniaxial sym-

metry. In real crystals the uniaxial symmetry is approximate, since the symmetry can

be broken either by crystal field anisotropy, effective spin–spin interactions induced by

spin–orbit coupling or dipole–dipole interactions. These terms are almost always present

and become relevant at low temperatures compared to the magnitude of the symmetry–

breaking term. For this reason the notion of BEC applied to spin systems is always an

approximate concept [8].

In the present thesis, a theoretical analysis is formulated that does not depend on

the spin–particle correspondence. The main reason is that the bosonic description of

Hamiltonian (1.3.1) that is developed in terms of schwinger bosons [42] is not reliable for

intermediate anisotropies, even though it goes beyond the usual semiclassical expansion.

For example, the critical coupling that separates the Haldane phase from the large–D

phase is predicted equal to Dcr = 4J in 1D [62] , while numerical calculations revealed

that the true coupling is at Dcr = 0.968J [39]. Therefore, for intermediate anisotropies

we are mostly interested, detailed predictions should be searched for using alternative

methods.

The objective in developing a complete theoretical description of model 1.3.1 will be-

come apparent in the following chapters, where thermodynamical and dynamical quan-

tities will be considered. For the time being, let us concentrate of the ground state

properties and elementary excitations of the paramagnetic phase for h < h1 and the

fully ferromagnetic phase for h > h2.

1.3.2 Excitations in the Paramagnetic Phase

Here we will present analytical results for the dispersion of an exciton or antiexci-

ton mode obtained within the strong–coupling expansion. In addition, an exciton–

antiexciton mode is formed that could be observed through the two–point longitudinal

dynamic correlation function. The discussion follows Ref. [53], adjusting the parameters

in the isotropic AFM case we are interested.

As a first step to carry out the strong–coupling expansion, the Hamiltonian (1.3.1)

is written as:

H/D = H0 − V ρ =
N∑

n=1

(Szn)2 − ρ
N∑

n=1

[
1

2
(S+
n S
−
n+1 + S+

n S
−
n−1) + SznS

z
n+1

]
, (1.3.5)

where ρ = J/D, H0 is the unperturbed Hamiltonian and the term −V ρ is treated

as a small perturbation within a systematic expansion in powers of ρ. Including the
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first–order correction, the ground state is given by:

|Ω〉′ = |Ω〉+
ρ

2

∑

n

(|n, n+ 1〉+ |n, n+ 1〉) +O(ρ2) , (1.3.6)

provided that state |n1, n2〉 differs from the ground state at sites n1 and n2 where

the azimuthal spin is +1 and −1 respectively. The ground state energy to forth order

in ρ is:

EGS = N(ρ2 +
ρ3

2
+
ρ4

4
+ . . .) . (1.3.7)

Similarly, elementary excitations are searched for in the form:

|k〉 =
1√
N

∑

n

eikn|n〉 , |k〉 =
1√
N

∑

n

eikn|n〉 , (1.3.8)

where state |n〉 (|n〉) carries nonvanishing azimuthal spin +1 (-1) only at site n. These

states will be referred to as excitons and antiexcitons, and are eigenstates of H0.

Figure 1.3.4: Illustration of the elementary excitations of the S = 1 AFM Heisenberg
chain with strong easy–plane anisotropy in the paramagnetic phase. From left to right:
Exciton with Sz = +1 and antiexciton with Sz = −1. Yellow indicates a site with
azimuthal spin Sz = 0, red with Sz = −1 and blue with Sz = +1.

To leading order the one–exciton state is given by:

|Ψk〉 = |k〉 +
ρ

2
√
N

∑

n

eikn(2 cosk|n+ 1, n, n− 1〉

+
∑

m(m 6=n,n±1)

(|m,m+ 1, n〉+ |m,m+ 1, n〉)) +O(ρ2) , (1.3.9)

and the one–antiexciton state is:

|Ψk〉 = |k〉 +
ρ

2
√
N

∑

n

eikn(2 cosk|n+ 1, n, n− 1〉

+
∑

m(m 6=n,n±1)

(|m,m+ 1, n〉+ |m,m+ 1, n〉)) +O(ρ2) . (1.3.10)

States |n1, n2, n3〉 can be found by generalizing the notation introduced earlier. The

exciton and antiexciton dispersion is a rapidly converging sequence in terms of ρ and up
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Figure 1.3.5: Energy–momentum dispersion of the (anti)exciton dispersion for a typ-
ical coupling ρ = 0.1. Orange line corresponds to the strong–coupling expansion result
given in Eq.(1.3.11) and purple line to the modified semiclassical method given in
Eq.(1.3.12).

to third order is:

ε(k) = 1 + 2ρcosk + ρ2(1 + 2sin2k)− ρ3

(
1

2
(1 + 8sin2k)cosk − 2sin2k)

)
. (1.3.11)

A comparison between the results obtained by the strong–coupling method and the

ones obtained using the modified semiclassical method developed in [50] is possible.

The latter method has provided the following analytical expression for the exciton or

antiexciton energy–momentum dispersion:

εSC(k) =
√

1− 4 cosk ρ . (1.3.12)

In Fig. 1.3.5 we depict the energy–momentum dispersion (1.3.11) and (1.3.12) for

a typical coupling ρ = 0.1. While Eq.(1.3.11) gives an excellent approximation in

this region of couplings, the observed discrepancy between the two curves reveals that

Eq.(1.3.12) fails to do so. Note that a mass gap of the doubly degenerate anti(exciton)

mode is developed:

∆0 = ε(k = π) = (1− 2ρ+ ρ2 +
ρ3

2
+ . . .) . (1.3.13)

For ρ = 0.1 the O(ρ3) term corresponds to the 0.062% of the total value, and for ρ = 0.25

to the 1.37%, which makes is reasonable to assume that the strong–coupling series up to

third order remains reliable for intermediate couplings ρ ∼ 0.25. Nevertheless, several

more terms beyond the third order have recently become available [63].

Before we turn our attention to two–body states, let us consider the case of finite

magnetic field h along the z axis. For nonzero but sufficiently low fields the Sz = 0
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ground state remains unaffected while the degeneracy of the Sz = ±1 states is lifted to

yield a twofold dispersion:

ε±(k) = ε(k)± h . (1.3.14)

Therefore, the anti(exciton) frequencies of Eq.(1.3.14) remain positive throughout

the Brillouin zone as long as h < h1 where h1 is a critical field defined from:

h1 = ∆0 = ε(k = π) = (1− 2ρ+ ρ2 +
ρ3

2
+ . . .) . (1.3.15)

Figure 1.3.6: Illustration of two–body states. From left to right: exciton–exciton
pairs (ee) with Sz = 2, antiexciton–antiexciton pairs (e e) with Sz = −2 and exciton–
antiexciton pairs (ee) with Sz = 0.

To complete the analysis of low–lying excitations in the paramagnetic phase we are

considering two–body states, namely exciton–exciton pairs (ee) with Sz = 2, antiexciton–

antiexciton pairs (e e) with Sz = −2, and exciton–antiexciton pairs (ee) with Sz = 0.

We first analyze the ee sector. In the strong coupling limit, this sector consists of states

of the form |n1, n2〉, with n1 6= n2. The main point of this calculation is that Hamilto-

nian (1.3.5) can be diagonalized by an elementary Bethe ansatz, in close analogy with

calculations of two–magnon states in isotropic ferromagnetic chain of arbitrary spin [64]

or the anisotropic chain [65, 66]. Thus we consider the eigenvalue problem:

V |ψ〉 = E|ψ〉 |ψ〉 =
∑

n1<n2

Cn1,n2 |n1, n2〉 , (1.3.16)

where coefficients Cn1,n2 satisfy the system of linear equations:

E Cn1,n2 = Cn1−1,n2 + Cn1+1,n2 + Cn1,n2+1 + Cn1,n2−1 for n1 < n2 − 1

E Cn,n+1 = −Cn,n+1 + Cn−1,n+1 + Cn,n+2 . (1.3.17)

The system of equations given by Eq.(1.3.17) is solved by the Bethe ansatz:

Cn1,n2 = exp [i(k1n1 + k2n2 + φ/2)] + exp [i(k1n2 + k2n1 − φ/2)]

E = 2(cosk1 + cosk2) . (1.3.18)
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Wavenumbers k1, k2 and the phase shift φ are related by:

cot(φ/2) =
−sin[(k1 − k2)/2]

2cos[(k1 + k2)/2] + cos[(k1 − k2)/2]
. (1.3.19)

If one imposes periodic boundary conditions Cn1,n2 = Cn2,n1+N , the wavenumbers

and phase shifts are constrained as:

Nk1 − φ = 2πλ1, Nk2 + φ = 2πλ2 , (1.3.20)

where λ1 and λ2 are integers, provided that 0 ≤ λ1 ≤ λ2 ≤ N − 1. The leading

approximation to the excitation energy of an (ee) pair is given by:

Ωk1,k2 = 2h+ 2 [1− ρ(cosk1 + cosk2)] . (1.3.21)

For any set of integers λ1 and λ2 in the range 0 ≤ λ1 ≤ λ2 ≤ N − 1, equations (1.3.18),

(1.3.19) and (1.3.20) provide a solution of the eigenvalue problem (1.3.16). There exist

essentially two categories of solutions. The first one corresponds to λ1 < λ2 − 1 and

yields real wavenumbers k1 and k2. The excitation energies of these solutions fall into a

two–body continuum parametrized in terms of the total crystal momentum k = k1 +k2.

The boundaries of the two–body continuum restricted to the fundamental Brillouin zone

are located:

Ω±k = 2h+ 2 [1± 2ρ cos(k/2)] . (1.3.22)

The second category of solutions corresponds to λ1 = λ2 or λ1 = λ2−1 and may lead

to complex wavenumbers of the form k1 = u+ iv and k2 = u− iv. From Eq.(1.3.20) we

find that φ = iNu for λ1 = λ2 and φ = iNu + π for λ1 = λ2 − 1. Substituting these

relations in Eq.(1.3.19) and taking the thermodynamic limit N →∞ we find that:

2cos(u) = −e−u, u = (k1 + k2)/2 = k/2, v = (k1 − k2)/(2i) . (1.3.23)

The excitation energy calculated by inserting (1.3.23) into (1.3.21) is:

Ωee
k = 2h+ 2

[
1 + ρ(1/2 + 2cos(k/2)2)

]
. (1.3.24)

A consequence of Eq.(1.3.23) is that complex solutions exist only when −1/2 ≤
cos(k/2) ≤ 0 and the usual folding of the zone leads to the condition:

2 π/3 ≤ |k| ≤ π . (1.3.25)

A solution with complex wavenumbers describes a bound state of two excitons, with

energy–momentum dispersion given by Eq.(1.3.24), that lies above the continuum and
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Figure 1.3.7: A schematic view of the energy–momentum dispersions of magnetic
excitations in an S = 1 AFM Heisenberg chain with strong easy-plane anisotropy for
ρ = 0.1 and h = 0.4 < h1. Blue lines correspond to the exciton and antiexciton mode,
and purple lines indicate the boundaries of the two–body continuum. Black lines denote
the bound states. The ee (ee) bound state lies above the continuum, while the ee bound
state emerges below the continuum.

merges with the continuum at the cut–off momentum k = k0. Below k0 the bound

state is unstable. The analysis of the antiexciton–antiexciton sector (e e) with Sz = −2

is completely analogous and leads to a bound state with the same dispersion as in

Eq.(1.3.24).

Thus we shall investigate the exciton–antiexciton (ee) sector. In the strong coupling

limit this sector is spanned by states of the form |n1, n2〉. The corresponding eigenvalue

problem is solved by the following wavefunctions:

|ψ〉± =
∑

n1<n2

Cn1,n2 |n1, n2〉± , where |n1, n2〉± =
1√
2

[|n1, n2〉 ± |n2, n1〉] . (1.3.26)

The coefficients are given by Eq.(1.3.18) but the wavenumbers and phase shit are

now related by:

cot(φ/2) =
sin[(k1 − k2)/2]

2cos[(k1 + k2)/2]− cos[(k1 − k2)/2]
, (1.3.27)

A difference also arises in the periodic boundary condition that reads Cn1,n2 =

Cn2,n1+N or Cn1,n2 = −Cn2,n1+N , for symmetric or antisymmetric combinations in

Eq.(1.3.26) respectively. Expressing these relations in terms of the wavenumbers and

the phase shift leads to Eq.(1.3.20) in both cases, but the λ1 and λ2 are integers in the

first case and half–integers in the second. In the thermodynamic limit, the boundaries

of the (ee) continuum coincide with the ones given in Eq.(1.3.22) while the dispersion
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for the bound state is:

Ωee
k = 2h+ 2

[
1− ρ(1/2 + 2 cos(k/2)2

]
. (1.3.28)

Hence, the bound state emerges below the continuum. Fig. 1.3.7 illustrates the main

results presented here for a typical coupling ρ = 0.1 and magnetic field h = 0.4. All

dispersions are in units of D.

1.3.3 Excitations in the Fully Ferromagnetic Phase

Here we shall be concerned with the excitation spectrum of Hamiltonian (1.3.1), as-

suming that the magnetic field is large enough that complete ferrmomagnetic order is

achieved in the ground state. The critical field h2 that marks this second phase transi-

tion, corresponds to the lowest gap of a single magnon. Our purpose is to summarize

all information necessary for a complete analysis of the excitation spectrum along the

lines of [65]. To begin with, the ground state of the system is now given by:

|Ω〉 = |1,−1〉 ⊗ |1,−1〉 ⊗ |1,−1〉 ⊗ . . .⊗ |1,−1〉 , (1.3.29)

that is, all spins point along the negative z axis, with an energy E0 = N(1 + ρ− h).

The single magnon eigenstate is:

|ψ1〉 =
1√
N

N∑

n=1

eikn|n〉 , (1.3.30)

where k is the crystal momentum and the state |n〉 denotes a state with site n carrying

azimuthal spin 0, while the azimuthal spin equals −1 at all other sites. The eigenvalue

of |ψ1〉 equals E0 + ω(k), where:

ω(k) = h− 1 + 2 ρ(cosk − 1) , (1.3.31)

with the lowest gap at k = π. Therefore, h2 = 1 + 4 ρ is the second critical field,

below which energy–momentum dispersion of the magnon becomes negative.

Similarly, two–magnon eigenstates are searched for in the form:

|ψ2〉 =

N−1∑

n=1

N∑

m=n+1

cn,m|n,m〉+

N∑

n=1

dn|n, n〉 , (1.3.32)

where states |n,m〉 with n 6= m differs from the ground state at sites n and m

where the azimuthal spin is equal zero, while state |n, n〉 differs only at site n where the

azimuthal spin is equal to +1. The task is to determine coefficients cm,n and dn so that
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Figure 1.3.8: Illustration of the ground state and magnon excitation of the S = 1
AFM Heisenberg chain with strong easy plane anisotropy in the fully ferromagnetic
phase.

|ψ2〉 becomes an eigenstate of the Hamiltonian:

H|ψ2〉 = E2|ψ2〉 = (E0 + E)|ψ〉 . (1.3.33)

Coefficients cn,m are given by the familiar Bethe Ansatz:

cn,m = exp [i(k1n+ k2m+ φ/2)] + exp [i(k1m+ k2n− φ/2)]

dn =
cos(k1 − φ/2) + cos(k2 + φ/2)

cos k1 + cos k2 − 1/ρ
e(k1+k2)n , (1.3.34)

and the phase φ must satisfies the constraint:

cot(φ/2) =
(1 +Q)sin[(k1 − k2)/2]

2cos[(k1 + k2)/2]− (1 +Q)sin[(k1 − k2)/2]

Q ≡ 1 + cos(k1 + k2)

cosk1 + cosk2 − 1/ρ
. (1.3.35)

If periodic boundary conditions are enforced, we arrive at the relations:

Nk1 − φ = 2πλ1 , Nk2 + φ = 2πλ2 , (1.3.36)

where λ1 and λ2 are integers that may be restricted to 0 ≤ λ1 ≤ λ2 ≤ N − 1. Finally,

the eigenvalue of |ψ2〉 is given by:

E = 2(h− 1)− 4 ρ

[
1− 1

2
(cosk1 + cosk2)

]
. (1.3.37)

The boundaries of the two–magnon continuum are located at 2(h − h2) − 4 ρ(1 ±
cos(k/2)) with k = k1 +k2. The two–magnon bound states are characterized by complex

wave numbers k1 = u+ iv and k2 = u− iv that may occur when λ2 = λ1 or λ2 = λ2 + 1,

that lead to φ = iNu or φ = iNu+π respectively. In both cases the algebraic constraint
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(1.3.35) reduces to the cubic equation in the thermodynamic limit:

ρ x3 − x2

cosu
+ (ρ+ 2)x− 2ρcosu = 0, , (1.3.38)

where x = e−u (x may be restricted in the 0 < x < 1 range) and u = (k1 + k2)/2.

Accordingly the excitation energy (1.3.37) reads:

E = 2(h− h2) + 4ρ

[
1 +

1

2
(x+

1

x
)cosu

]
. (1.3.39)

Therefore, for any given value of u for which Eq.(1.3.38) has a root in the inter-

val [0, 1], Eq.(1.3.39) yields the excitation energy of the corresponding bound state

parametrized by the total crystal momentum k = k1 + k2 folded into the fundamental

Brillouin zone. If we consider Eq.(1.3.38) near the zone boundary, two real roots emerge,

the x ≈ −ρ cosu provided that cosu < 0 and x ≈ 2 cosu provided that cosu > 0. These

two cases will be referred to as the single–ion bound state and the exchange bound state,

respectively. For the first case, we choose to change the variable as:

x = ρ cos(k/2) z, where z = 1− ρ3 z3 cos2(k/2)

2− ρ z . (1.3.40)

For each k in the range [−π, π] the cubic equation can be solved easily by iteration

process starting with z = 1. Actually, for ρ � 1 a single iteration yields a sufficiently

accurate description of the single–ion bound state:

x ≈ ρ
[
1− ρ3

2− ρ cos
2(k/2)

]
cos(k/2) , (1.3.41)

Figure 1.3.9: Illustration of the two–magnon states. The bound character of the
single–ion state manifests itself in the enhanced probability that the two magnons are
at the same site. Similarly for the exchange bound state, that the two spins are on
neighboring sites of the chain.



Chapter 1. Quantum Spin-1 Chains 29

and the exact dispersion (1.3.39) is approximated to third order by:

E(k) = 2(h− hc) + 2

[
1 + 2ρ+

(
ρ2 +

1

2
ρ3

)
cos2(k/2)

]
. (1.3.42)

Similarly, the exchange bound state is obtained by changing the variables as:

x = 2 cos(k/2) w, where w = 1− 4ρ w3 cos2(k/2)

ρ− 2 w
. (1.3.43)

Again we solve the cubic equation by simple iteration starting with w = 1. The

energy–momentum dispersion of the single–ion bound state, as well as the exchange

bound state and the single magnon are depicted in Fig. 1.3.10 for ρ = 0.1. We complete

the description by noting that the exchange bound state branches off above the con-

tinuum. The single–ion dispersion approaches the continuum as ρ becomes larger, but

never touches its upper side. Instead the single–ion and exchange dispersions merge at

at the zone boundary for ρ = 2 and exchange roles for ρ > 2.

Magnon

Two magnon continuum

Exchange bound state

Sinlge ion bound state

-Π 0 Π
0

1

2

3

4
-Π 0 Π

0

1

2

3

4

Figure 1.3.10: One and two–magnons excitation energies (in units of D) for an AFM
chain with a small exchange interaction ρ = 0.1 and a typical field h = 2 > h2. Blue
line corresponds to the single magnon and purple lines indicate the boundaries of the
two–magnon continuum. Black lines denote the bound states. The single–ion bound
state is well separated above the continuum, while the exchange bound state branches
off the continuum near the zone boundary.

In order to gain a better insight about the nature of two–magnons bound states we

consider the following limiting cases. First, when ρ = 0 the moments uncouple and the

two–magnon bound states can be constructed either by reducing the azimuthal spin by

two units at a single site with excitation energy ΩI = 2h or by reducing its value by

one unit at two different sites with excitation energy ΩII = −2 + 2h. In the presence

of exchange interaction, the eigenvalue problem of Eq.(1.3.33) becomes in general more

complicated with solutions given in Eqs.(1.3.39), (1.3.40) and (1.3.43). Nevertheless, we
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can consider a special case if we require:

dn = (−1)n, cn,m = 0 with E = −4 ρ+ 2h = ΩI

cn,n+1 = (−1)n cn,m = 0 = dn with E = −3 ρ− 2 + 2h = ΩII , (1.3.44)

It can be shown that the single–ion bound state restricted to the zone boundary k = π

corresponds to ΩI , while the exchange bound state corresponds to ΩII . Of course, such

a distinction is possible only at the zone boundary and becomes less meaningful inside

the zone.

1.4 Three Dimensional Model

The results developed in the preceding sections are completely general for the one–

dimensional AFM chain with strong easy plane anisotropy. It is the purpose of this

section to generalize the energy–momentum dispersions of the elementary excitation in

the presence of three–dimensional couplings. In order to motivate this approach, it is

pertinent to consider that real materials are not truly one dimensional, but rather quasi–

one–dimensional, where exchange interactions perpendicular to the chain J⊥ are finite,

but much smaller than the one along the chain J . For example, a physical realization

of a S = 1 chain in the large–D limit is the organic compound NiCl2 − SC(NH2)2

abbreviated as DTN, that is considered to be the quasi–one–dimensional limit of a

three dimensional (3D) system, with J⊥/J ' 0.18. In Chapter 2. we present results of

systematic high–field electron spin resonance (ESR) experimental and theoretical studies

of this compound, hence the necessity of developing a three–dimensional theoretical

analysis. As a starting point, we consider the Hamiltonian:

H =
∑

i,ν

Jν(Si · Si+eν ) +
∑

i

[D(Szi )2 + gµBHS
z
i ] , (1.4.1)

where i denotes a generic site of a 3D lattice and eν with ν = x, y, z count nearest

neighbors. The exchange constants Jν = {Jx, Jy, Jz} may depend on the specific lattice

direction and are assumed to be significantly smaller than the easy-plane anisotropy

(Jν � D). Here and in later discussions we assume that Jx = Jy � Jz. The presence

of three–dimensional couplings does not make any significant changes in the overall

picture. In short, in the low-field region H < H1 the ground state carries zero azimuthal

spin (Sz = 0) while magnon excitations with Sz = ±1 are separated by a gap. These

magnons are the 3D generalization of excitons and antiexcitons. In the high-field region,

H > H2, the system has a ferromagnetic ground state and single–particle excitations

correspond to eigenstates with a single spin flip relative to the fully ordered ground

state. These magnons acquire a nonzero energy gap that increases linearly with the
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applied magnetic field. The two–magnon states come in three varieties: a two magnon

continuum, a single ion bound state and an exchange bound state. Note that in this

section, we are concerned only with the excitations that are relevant to the analysis of

the ESR spectrum. For reasons that will become apparent later, bound states in the

paramagnetic phase and the exchange bound state in the fully ferromagnetic phase will

not be taken into account.

Let us examine the excitations in the case where H < H1. The analysis has been

done in [67], where a systematic 1/D expansion was developed, carried to third order.

The approach is based on a new representation of integer spin S via bosonic operators,

considering the exchange interaction as a perturbation and using the diagram technique.

At zero field H = 0 the magnon spectrum consists of two degenerate branches with

Sz = ±1 and energy–momentum dispersion ε(k) calculated through a systematic 1/D

expansion carried to third order:

ε(k) = D + 2
∑

ν

Jνcoskν +
1

D

[
3
∑

ν

J2
ν − 2(

∑

ν

Jνcoskν)2

]

+
1

D2

[
2
∑

ν

J3
ν + 4(

∑

ν

Jνcoskν)3 +
5

2

∑

ν

J3
ν coskν

− 7(
∑

µ

J2
µ)(
∑

ν

Jνcoskν)− 2(
∑

µ

Jµcoskµ)(
∑

ν

J2
ν coskν)

]
(1.4.2)

Note that Eq.(1.4.2) coincides with Eq.(1.3.11) under the substitution Jx = 0 = Jy.

For nonzero but sufficiently low fields the Sz = 0 ground state remains unaffected while

the degeneracy of the Sz = ±1 magnon states is lifted to yield a twofold dispersion:

ε(k) = ε(k)± gµBH . (1.4.3)

The critical field H1 is defined by the smallest gap of dispersion ε(k), that occurs at

k = (π, π, π):

gµBH1 = ε(π, π, π) = D − 2
∑

ν

Jν +
3

D

∑

ν

J2
ν −

2

D
(
∑

ν

Jν)2

− 1

2D2

∑

ν

J3
ν −

4

D2
(
∑

ν

Jν)3 +
5

D2
(
∑

ν

J2
ν )(
∑

µ

Jµ) (1.4.4)

When the field H exceeds its critical value H1 level crossing occurs and the az-

imuthal spin of the ground state no longer vanishes but increases with increasing field.

A systematic 1/D expansion is not feasible while semiclassical methods are generally

inaccurate at strong anisotropy. The same applies for the one–dimensional chain as

well. The theoretical model of Eq.(1.4.1) becomes again tractable for sufficiently strong
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fields where the ground state is a completely ordered ferromagnetic state with energy

E0 = N(D + Jx + Jy + Jz − gµBH). Since the system under consideration is trans-

lationaly invariant, the single–magnon problem is exactly diagonalized in the basis of

well–defined momentum. The energy-momentum dispersion of single–magnon states is

given by:

ω(k) = gµBH −D − 2(Jx + Jy + Jz) + 2(Jxcoskx + Jycosky + Jzcoskz) (1.4.5)

The lowest gap of this dispersion occurs at k = (π, π, π) and is equal to gµBH − D −
4(Jx + Jy + Jz). Thus the ordered state is stable when the field exceeds a critical value

given by:

gµBH2 = D + 4(Jx + Jy + Jz) (1.4.6)

We now turn our attention to two–body states, and more specifically we are interested

to calculate the energy–momentum dispersion of the single–ion bound state. We have

already discussed that an exact calculation of such states is possible in the 1D model

through an elementary Bethe Ansatz. However, a Bethe Ansatz is not applicable to the

3D model studied in this section. Thus we resort to a more direct method developed long

time ago by Wortis [68] for the calculation of two-magnon bound states in ferromagnets

with arbitrary lattice dimension. The method is here generalized to account for easy-

plane anisotropy with strength D and is employed in conjunction with the 1/D expansion

when analytical treatment is no longer feasible. For our purposes it will be sufficient to

reproduce the final result of this calculation, while the precise derivation is described in

detail in Appendix A. The energy–momentum dispersion of the single–ion bound state

in the presence of three dimensional couplings is:

E(k) = 2gµBH +
∑

m={x,y,z}

[
−4Jm + cos2(km/2)

(
2J2

m

D
+
J3
m

D2

)]
. (1.4.7)

This result will prove to be of major importance in explaining experimental data of

ESR measurements on real materials. At this point, the 3D generalization of the 1D

results has reached to an end. The rest of the two–magnon states are not relevant to

the analysis of the ESR spectrum and are thus omitted.

1.5 Effective S=1/2 description of the S=1 chain

In the present section we show that the S = 1 Heisenberg AFM with strong easy–

plane anisotropy in a magnetic field can be systematically mapped onto a S = 1/2

XXZ Heisenberg model in a longitudinal magnetic field. A similar analysis has been

carried out for non–frustrated and frustrated S = 1/2 ladders in a magnetic field [69]

and is valid in the critical region where the magnetization goes from zero to saturation.
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This mapping enables us to gain a better physical understanding of the original S = 1

model. For all quantities studied in the following chapters, results for both the S = 1

and S = 1/2 model are presented and compared in order to test the effectiveness of the

mapping, and results from the exactly solvable XXZ model are collated to complete the

theoretical description.

While the mapping should be possible at any dimension, here we restrict our analysis

in the 1D case. The original S = 1 Hamiltonian reads:

H = D
N∑

n=1

[
ρSn · Sn+1 + (Szn)2 + hSzn

]
, (1.5.1)

For h < h1 the ground state |Ω〉 and lowest excitations |Ψ1〉 and |Ψ2〉 (antiexcitons

and excitons) are:

|Ω〉 = |1, 0〉 ⊗ |1, 0〉 ⊗ |1, 0〉 ⊗ |1, 0〉 ⊗ · · · ⊗ |1, 0〉 ,

|Ψ1,2〉 =
1√
N

∑

n

eıkn|n∓〉 , (1.5.2)

where states |n−〉 and |n+〉 carry nonzero azimuthal spin equal to −1 and +1 respec-

tively only at the site n. At zero magnetic field the states |Ψ1〉 and |Ψ2〉 are degenerate

with a known energy momentum dispersion ε(k) (1.3.11) for 1D or (1.4.2) for 3D. This

degeneracy is lifted at nonzero magnetic field h due to the Zeeman energy. Upon in-

creasing h the state |Ψ1〉 approaches the ground state, whereas the energy difference of

states |Ψ1〉 and |Ψ2〉 equals 2h and becomes larger. Close to h1 the low–energy space is

spanned only by states |Ψ1〉 and |Ω〉 and the contribution of |Ψ2〉 can be neglected, see

Fig. 1.5.1. A new S = 1/2 representation can be used:

|Ω̃〉 = | ↓〉 ⊗ | ↓〉 ⊗ | ↓〉 ⊗ | ↓〉 ⊗ · · · ⊗ | ↓〉 ,

|Ψ̃1〉 =
1√
N

∑

n

eıkn|ñ〉 , (1.5.3)

where state |ñ〉 differs from |Ω̃〉 by a spin–up at site n. From now on, we are using

the Ã notation for a state or an operator that acts on the S = 1/2 space. The idea is to

project the original Hamiltonian into the low–energy subspace (1.5.2) using the S = 1/2

representation of Eq.(1.5.3). The S = 1 spin operators are mapped as follows:

S+
n S
−
n+1 + S−i S

+
n+1 −→ 2(S̃+

n S̃
−
n+1 + S̃−i S̃

+
n+1)

Szi S
z
i+1 −→ S̃zi S̃

z
i+1 +

1

2
(S̃zi + Szi+1) +

1

4

Szi −→ −S̃zi −
1

2

(Szi )2 −→ S̃zi +
1

2
(1.5.4)
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Therefore, the resulting effective Hamiltonian is:

H̃ = D
∑

n

[
2ρ
(
S̃xnS̃

x
n+1 + S̃ynS̃

y
n+1 + ∆S̃znS̃

z
n+1

)
+ h̃S̃zn

]
+H0 , (1.5.5)

where ∆ = 1/2 and

h̃ = −ρ− 1 + h

H0 =
∑

n

(
J

4
+
D

4
− H

2
) (1.5.6)

A mapping based on similar considerations is possible for h → h2, using the single

magnon state and the ferromagnetic (FM) ground state:

|Ω′〉 = |1,−1〉 ⊗ |1,−1〉 ⊗ |1,−1〉 ⊗ |1,−1〉 ⊗ · · · ⊗ |1,−1〉 ,

|Ψ′〉 =
1√
N

∑

n

eıkn|n〉 , (1.5.7)

where state |n〉 differs from the ground state by the fact that Szn = 0. By identifying

these two states with the S = 1/2 states given in Eq. (1.5.3) the spin operators are

mapped as follows

S+
n S
−
n+1 + S−i S

+
n+1 −→ 2(S̃+

n S̃
−
n+1 + S̃−i S̃

+
n+1)

Szi S
z
i+1 −→ S̃zi S̃

z
i+11

1

2
(S̃zi + Szi+1) +

1

4

Szi −→ −S̃zi −
1

2

(Szi )2 −→ −S̃zi −
1

2
(1.5.8)

and the resulting model is again described by Hamiltonian (1.5.5).

|Ψ2>

Low Energy subspaces 

|Ψ1>

|Ω>

h1

|Ω’>

|Ψ’>

h2

Figure 1.5.1: Illustration of the low–energy subspaces (1.5.2) and (1.5.7) in the vicin-
ity of h1 and h2.
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To summarize, the original S = 1 Hamiltonian reduces to that of the S = 1/2 XXZ

Heisenberg AFM chain in the presence of longitudinal magnetic field:

H̃ = D
∑

n

[
2ρ
(
S̃xnS̃

x
n+1 + S̃ynS̃

y
n+1 + ∆S̃znS̃

z
n+1

)
+ h̃S̃zn

]
, (1.5.9)

where ∆ = 1/2 and h̃ = −ρ − 1 + h. Ferromagnetic order in the ground state is

established when the magnetic field exceeds the critical value h̃c = 2ρ(∆ + 1). The

whole phase can be described by the effective Hamiltonian (1.5.9), where

1. the gapped phase of model (1.5.1) for h < h1 corresponds to the negatively FM

ordered state of model (1.5.9) for h̃ < −h̃c,
2. the gapless phase of (1.5.1) for h1 < h < h2 corresponds to gapless phase of model

(1.5.9) for −h̃c < h̃ < h̃c,

3. and the FM state of model (1.5.1) for h > h2 corresponds to the positively FM

ordered state of model (1.5.9) for h̃ > h̃c.

In order to explore the effectiveness of this mapping, a first direct test can be given

if we compare the critical fields obtained by the two models. For the first critical field,

model (1.5.9) predicts h1 = 1− 2ρ, which coincides with Eq. (1.3.15) only at first order

in terms of ρ, whereas both models predict the same value for the second critical field

given by h2 = 1 + 4ρ. This is an indication that the mapping should be more accurate

close to h2 rather than h1.

The obvious advantage of this mapping is that the S = 1/2 XXZ chain is one

of the most important models in one–dimension and has played an essential role in

the development of exact solutions, in particular of the Bethe ansatz technique. This

technique gives explicit analytic expressions for its eigenfunction and eigenvalues, and

the thermodynamics can be calculated through a set of nonlinear integral equations. For

arbitrary value of ∆, the S = 1/2 XXZ model is characterized by the following phases:

1. For ∆ < −1 the XXZ chain is in the ferromagnetic Ising phase: the ground

state is the saturated state with all spins aligned in either z or −z direction with

magnetization Sz = ±N/2. The low-lying excited states in the ferromagnetic

phase are magnons with the total spin quantum number Sz = N/2 − 1 with

a gap at k = 0 equal to |∆| − 1. At ∆ = −1 the discrete symmetry of spin

reflection Sz → −Sz generalizes to the continuous rotational symmetry and the

spectrum becomes gapless. Eigenstates in the subspace with two spin deviations,

Sz = N/2 − 2 can be found exactly by solving the scattering problem of two

magnons. This results in the existence of bound states below the two magnon

continuum.

2. For ∆ > +1 the XXZ chain is in the antiferromagnetic Ising or Néel phase with

broken symmetry and one from 2 degenerate ground states, the S = 1/2 remnants

of the classical Néel states. The ground states have Sz = 0 but finite sublattice
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magnetization. The elementary excitations are constructed by turning around one

spin that breaks two bonds and leads to a state with energy ∆, degenerate with

all states resulting from turning around an arbitrary number of subsequent spins.

These states have Sz = ±1 (Sz = 0) for an odd (even) number of turned spins,

they are called two-domain wall states and are exact eigenstates in the the Ising

limit ∆ → ∞. These states are no more eigenstates when ∆−1 is finite, but for

∆−1 � 1, they can be dealt with in perturbation theory, leading to the excitation

spectrum in the first order in 1/∆. The excitation spectrum is composed of two

entities, domain walls which propagate independently with momenta k1, and k2.

The elementary excitations thus form a continuum with the relative momentum

of the two domain walls serving as an internal degree of freedom.

3. For −1 < ∆ < +1 the XXZ chain is in the XY –planar phase, characterized by

uniaxial symmetry of the easy-plane type and a gapless excitation continuum for

sufficiently low magnetic field. This phase is the most interesting from the theo-

retical perspective; for ∆ = 0 the model reduces to the isotropic XY model (also

known as the XX model), corresponding to free fermions on a lattice. The point

∆ = 1/2 also turns out to be very interesting, as it develops additional symme-

tries. For sufficiently strong external magnetic field the ground state becomes fully

ferromagnetic and the lowest excitations are exactly known. Actually, this is true

for arbitrary value of ∆. The ferromagnetic ground state becomes unstable when

the lowest spin wave frequency becomes negative. This allows to determine the

critical field h̃c that corresponds to the boundary of the ferromagnetic phase, with

h̃c = 2ρ(1 + ∆).

In the present thesis we shall be interested in the ∆ = 1/2 case that lies in the

XY –planar regime. Thermodynamical and dynamical quantities, known exactly for the

S = 1/2 model, will be collated and compared with the S = 1 model, in order to

complete the theoretical description of the latter. The S = 1/2 XXZ model has been

extensively studied over the years, using a variety of powerful methods such as Bethe

ansatz and bosonization. Since this is not a place to develop such techniques, they will

be introduced, where necessary, in a rather ad hoc manner. For a detailed analysis the

reader can refer to [70], where an introduction to the coordinate Bethe ansatz approach

and to the thermodynamics of the model can be found, or to [71] where Algebraic

Bethe ansatz and advanced techniques toward the calculation of correlation functions

are presented.



Chapter 2

Electron Spin Resonance

Electron Spin Resonance (ESR) spectroscopy is an important experimental method

which directly probes magnetic properties of materials with unpaired electrons. It is

a magnetic resonance technique, that permits the gathering of precise highly detailed

magnetic information of a type not obtained in other ways. ESR was invented by the

Soviet physicist Zavoisky in 1944 and was further developed by Brebis Bleaney and his

group at Oxford University in the next decade. It has been used for over 60 years to

study a variety of magnetic materials. Although ESR spectroscopy is supposed to be

a mature field, the activity has proceeded at a vigorous pace, pouring out many new

concepts. Correspondingly, while the theory of ESR has been studied for a long time

[73–75], there remain some important open problems, especially for strongly interacting

systems.

The technique depends on the fact that transitions among the levels of the magnetic

system can be detected by monitoring the power absorbed from an alternating magnetic

field, just as ordinary atomic transitions are detected by absorption of light. The ex-

perimental requirements are reasonably clear. The specimen containing the magnetic

material is placed in a uniform magnetic field and a small alternating magnetic field is

applied. We then arrange to detect the absorption of energy when the frequency ω of the

alternating field is equal to one of the transition frequencies of the system, ~ω = ∆E.

Quantitatively, the magnetic resonance frequencies fall typically in the microwave region,

1-10 GHz for applied fields of a few kilogauss. In practice, the ESR spectrum is gen-

erated by keeping the frequency incident on the sample stable and varying the uniform

magnetic field until the energy difference matches the energy of the microwaves. Com-

paring the observed transitions with model calculations then lets us detect the energy

levels, characterize the materials and explore interesting quantum phenomena.

In Sec. 2.1, a synopsis of the fundamentals of ESR theory is given, followed in 2.2 by a

detailed theoretical study of the ESR spectrum of a S = 1 chain with strong anisotropy.

Special emphasis is given on the contribution of the two–magnon single–ion bound state.

37
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A numerical analysis through exact diagonalization and a corresponding simulation of

the relevant dynamic susceptibilities provides an additional tool in analyzing important

features of the ESR spectrum. Attention is also given to generalize our results including

three–dimensional couplings. In Sec. 2.3 high-field ESR experimental studies of NiCl2−
4SC(NH2)2 (DTN) are presented and found consistent with theoretical predictions.

Perhaps, the most interesting feature is the experimental signature of the single-ion

two-magnon bound state. Furthermore, the theoretical analysis is completed in Sec. 2.4

by calculating the low–lying ESR spectrum throughout the intermediate region using

the mapping to the effective S = 1/2 model. The chapter closes with general conclusions

mostly concentrated on the agreement between theoretical predictions and experimental

findings.

2.1 Resonance Theory

In this section we present theoretical concepts for the description of resonance phenom-

ena. The essential aspects of ESR may be illustrated by considering the case of a spin

Hamiltonian H0 that is invariant under rotations about the z axis, i.e. the eigenstates

and allowed energies are characterized by the azimuthal spin m. The application of a

magnetic field H produces an interaction energy gµBH ·S. Taking the field to be along

the z direction, the energy levels are shifted by an amount ±gµBHm and the system is

described by the Hamiltonian

H = H0 +
∑

n

gµBHS
z
n . (2.1.1)

We shall denote the eigenvalues of energy of this many–spin Hamiltonian as Ea,

Eb and so on, with corresponding many–spin wave functions |a〉, |b〉. The presence of

such a set of energy levels can be detected by some form of spectral absorption, an

interaction that will cause transitions between levels. To satisfy the conservation of

energy, the interaction must be time dependent and of such an angular frequency ω

that ~ω = ∆E, where ∆E is the difference between the initial and final energy level.

Moreover, the interaction must have non vanishing matrix element joining the initial

and final states. The coupling most commonly used to produce magnetic resonances is

an alternating magnetic field applied perpendicular to the static field. To formalize this

idea we consider the time-dependent Zeeman Hamiltonian:

Hpert = −gµBHx

∑

n

Sxn cos(ωt) , (2.1.2)

assuming a linearly polarized field. The magnitude of Hx is usually small, so we can

treat this as an additional time–dependent perturbation inducing transitions between
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Figure 2.1.1: Left: Illustrations of the possible ESR transitions in a magnetic system.
It is assumed that the uniform magnetic field is along the symmetry axis of the model,
causing a splitting of the energy levels. Right: Sketch of the expected ESR absorption
spectrum as a function of frequency.

the energy levels of the unperturbed system. A strong selection rule emerges from this

calculation because the operator Sx must have matrix elements between states m and

m′ 〈m|Sx|m′〉 which vanish unless m′ = m± 1.

Now we are interested in obtaining expressions for the absorption in terms of the

wavefunctions and energy levels of the system under study [72]. The states |a〉 and |b〉
are eigenstates of the Hamiltonian (2.1.1). The most general wavefunction would be a

linear combination of such eigenstates:

Ψ =
∑

a

ca|a〉e−iEat/~ , (2.1.3)

where the ca’s are complex constants. The probability p(a) of finding the system

in the eigenstate a is |ca|2. If the system is in thermal equilibrium, the probability of

occupation p(a) is given by the Boltzmann factor

p(Ea) =
e−Ea/(kT )

∑
Ec
e−Ec/(kT )

, (2.1.4)

where the sum goes over the entire eigenvalue spectrum. The denominator is the

partition function Z that guarantees the total probability of finding the system in any

of the eigenstates is equal to unity, i.e.
∑

Ea
p(Ea) = 1. The absorption rate Pab, due

to transitions between between states a and b, is given in terms of the probability per

second Wab, that a transition would be induced from a to b if the system was entirely

in state a initially:

Pab = ~ωWab (p(Eb)− p(Ea)) . (2.1.5)
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To calculate Wab we are using elementary quantum mechanics. Suppose we have a

time–dependent perturbation Hpert given by:

Hpert = Fe−iωt +Geiωt , (2.1.6)

where F and G are operators. For Hpert to be Hermitian, F and G are related as:

〈a|F |b〉 = 〈b|G|a〉∗ , (2.1.7)

for all states |a〉 and |b〉. Under the action of such a perturbation we can write that Wab

is time independent and is given by the formula:

Wab =
2π

~
|〈a|F |b〉|2δ(Ea − Eb − ~ω) , (2.1.8)

provided that all calculations are for times t > τ , where τ is a characteristic time

that satisfies the conditions: (a) the populations change only a small amount in τ and

(b) the possible states between which absorption can occur must be spread in energy

continuously over a range δE such that δE � ~/τ . These conditions are violated if the

perturbation matrix element |〈a|F |b〉| exceeds the line width, and it does when a very

strong alternating field is applied. By summing all states with Ea > Eb we find the

average power absorbed P (ω) from an alternating magnetic field with frequency ω:

P (ω) =
2π

~
H2
x

4
~ω

∑

Ea>Eb

(p(Eb)− p(Ea))|〈a|µx|b〉|2δ(Ea − Eb − ~ω) , (2.1.9)

where µx =
∑

n S
x
n is the total spin in the x direction. This formula explicitly

connects the macroscopic quantity P and microscopic quantities such as eigenstates,

matrix elements and energy levels of the system. As long as Ea > Eb, only positive ω

will give absorption because of the δ function. If we remove the restriction Ea > Eb, the

meaning of P is extended to negative ω.

A simple inspection of Eq.(2.1.9) reveals that for a state |a〉 characterized by a given

azimuthal spin m and wavevector k and for a state |b〉 with m′ and k′, the matrix

elements 〈a|µx|b〉 are nonzero only when the following selection rules apply:

∆m = m′ −m = ±1

∆k = k′ − k = 0 (2.1.10)

In the presence of the time-dependent Zeeman Hamiltonian (2.1.2), the induced mag-

netization in the α direction is given by:

Mα(ω) = −(gµB)2χax(ω)Hx(ω) , with α = {x, y, z} (2.1.11)
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Within linear response theory, the spin magnetic susceptibility χαβ is:

χαβ =
1

Z

∑

a,b

(e−βEb − e−βEa)
〈b|Sα|a〉〈a|Sβ|b〉
Ea − Eb − ω − iη

, (2.1.12)

If we break susceptibility to its real and imaginary part, χαβ(ω) = χ′αβ(ω) + iχ′′αβ(ω)

and use the following identity:

1

x± iη = P (1/x)∓ iπδ(x) , (2.1.13)

we arrive at the formula:

χ′′xx(ω) = χ′′(ω) = π
∑

a,b

(p(Eb)− p(Ea))|〈a|µx|b〉|2δ(Ea − Eb − ~ω) . (2.1.14)

Combining Eq.(2.1.9) and Eq.(2.1.14) we find that

P (ω) =
ω

2
χ′′(ω)H2

x . (2.1.15)

This equation provides a simple connection between the power absorbed, χ′′(ω) and

the strength of the alternating field and we shall use it as a basis for the calculation of P .

Note that since p(Eb)− p(Ea) changes sign when a and b are interchanged, χ′′(ω) is an

odd function of ω. Moreover, we recognize that the validity of Eqs. (2.1.14) and (2.1.15)

does not depend on the assumptions made here, namely a U(1) invariant Hamiltonian

H0 and a uniform magnetic field along the z direction. Additionally, it is also possible to

observe absorption of the electromagnetic wave polarized parallel to the static magnetic

field, so called Voight configuration. The standard configuration for an electromagnetic

field polarized perpendicular to the static magnetic field is called Faraday configuration.

It is difficult to theoretically study the ESR spectrum, because the absorption spec-

trum is related to dynamical correlation functions. An analytical calculation of χ′′(ω)

is out of question except in very special cases [76]. Traditionally, one has to make crude

approximations, such as the high–temperature approximation [72], the classical spin

approximation and the decoupling of correlation functions. However, these approxima-

tions break down when the many–body correlations become important. Field–theory

techniques can be used to describe the universal low–energy large–distance behavior [77]

and numerical methods can be a perfect tool when analytical methods fail.
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2.2 ESR studies for the AFM S = 1 chain with strong

anisotropy

In this section we present a theoretical study of ESR in S = 1 chains with strong planar

anisotropy and an exchange interaction that is antiferromagnetic. The analysis extends

throughout the various phases of the system, namely the paramagnetic phase for h < h1,

the intermediate phase for h1 < h < h2 and the ferromagnetic phase for h > h2. The

essential features of the ESR spectrum have been accounted for the 1D model in an earlier

work of Papanicolaou et. al. in [76], where they provided a calculation of ESR for large–

D systems and exchange interaction that is either FM of AFM. This work is employed in

the present thesis to discuss some open questions, with special emphasis on the remaining

discrepancies between theory and experiment. A three–dimensional analysis is also

developed to provide predictions that go beyond the quasi–one–dimensional limit and

are closer to the experimental data of DTN. Yet there are several questions that are

difficult to settle analytically, such as the calculation of intensities of the various ESR

modes and the structure of the spectrum in the intermediate phase. Thus, in Sec. 2.2.2

we carry out calculations within a 1D model through exact diagonalization on finite

chains and a corresponding simulation of the relevant dynamic susceptibilities. Most of

the results were originally presented in Ref. [49].

2.2.1 One–Dimensional ESR spectrum

We remind the reader that the S = 1 AFM magnetic chains are governed by the Hamil-

tonian:

H =
∑

n

(
(Szn)2 + ρ(Sn · Sn+1) + h Szn

)
, (2.2.1)

with ρ = J/D and h = gµBH/D. To complete the description of rationalized units

we note that β = 1/T , where T is units of D, and the unit of frequency ω is D/~.

Therefore the Planck constant will not appear explicitly in our calculations. The region

of interest is D � J or ρ� 1.

On the basis of the preceding explicit results presented in Chapter 1, we now discuss

various features of ESR. Before we turn our attention to the full problem with finite ρ it

is illustrative to discuss the limit of vanishing exchange anisotropy, ρ = 0, that provides

a valuable guide for understanding magnetic chains with ρ� 1.

Vanishing exchange constant ρ = 0: This limit provides the only possibility for an

exact analytical calculation of χ′′(ω). At ρ = 0 the spins uncouple and the eigenstates

are given by the S = 1 basis |1, 0〉, |1,±1〉 with eigenvalues ε0 = 0 and ε± = 1 ± h

correspondingly. Note that level crossing occurs at hcr = 1, where the energy ε− becomes

equal to ε0.
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The partition function z at a single site is z = 1 + e−βε+ + e−βε− . A straightforward

calculation of Eq. (2.1.14) yields:

χ′′(ω) =
Nπ

2 z

[
(1− e−βε+)δ(ε+ − ω) + (1− e−βε−)δ(ε− − ω)

+ (e−βε+ − 1)δ(ε+ + ω) + (e−βε− − 1)δ(ε− + ω)
]
, (2.2.2)

where N is the total number of spins. As expected, χ′′(ω) is an odd function of frequency

and only two of the four terms survive at positive frequencies. The ESR analysis depend

on the strength of the bias field h; there are two different phases marked by the critical

field hcr.

(a) For h < hcr = 1 the energy levels are ordered as ε0 < ε− < ε+ and only the first

two terms in Eq.(2.2.2) survive for positive ω. Both of them respect the selection

rule ∆m = ±1. The first corresponds to ∆m = 1 transitions from the ground state

|1, 0〉 to the state |1, 1〉 with resonance frequency ωA = ε+ − ε0 = 1 + h, while the

second to ∆m = −1 transitions from the ground state to the |1,−1〉 with resonance

frequency ωB = ε− − ε0 = 1− h. The corresponding intensities of these transitions

may be inferred from the coefficients of the δ functions multiplied by ω. Note that

the intensity of the ESR line ωB vanishes at h = 1.

(b) For h > hcr = 1 the energy levels are ordered as ε− < ε0 < e+. At positive

frequencies, only the first and forth terms in Eq.(2.2.2) survive. The forth term

corresponds to a ∆m = 1 transition from the ground state |1,−1〉 to |1, 0〉 with

resonance frequency ωC = ε0−ε− = h−1, and the first to a ∆m = 1 transition from

|1, 0〉 to |1, 1〉 with resonance frequency ωD = ε+ − ε0 = h + 1. This is a transition

between excited states and its intensity vanishes at zero temperature.
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where χ′′(ω) is given by Eq.(2.2.2). The intensity of ωD vanishes at zero temperature,
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These results are summarized in Fig. 2.2.1 in which we plot the resonance frequencies

ωA, ωB, ωC and ωD as a function of field h. Line ωD for h > 1 is the continuation of line

ωA for h < 1. All ESR lines are straight because the uniform field preserves the azimuthal

symmetry of the problem. If the uniform field was applied in the basal plane, e.g.

h = (h, 0, 0), the analysis would be similar with resonance frequencies ω ∼
√
cons.+ h2.

An important assumption made to derive Eq.(2.2.2) is that sums extend over all

eigenstates of the single–spin Hamiltonian W = (Sz)2 + h Sz. To make a connection

with the full spin Hamiltonian (2.2.1) one has to sum over all eigenstates of the complete

chain with N spins. Following the discussion at the end of section 1.3 it is easy to notice

that for h < 1 all ∆m = 1 transitions of the N–spin Hamiltonian lead to a common

resonance frequency ωA and all ∆m = −1 transitions lead to a common frequency

ωB. The corresponding contributions to the intensity add up coherently to produce the

correct linear dependence on N anticipated in Eq.(2.2.2). The same applies for h > 1,

where all transitions lead to common frequencies ωC,D.

Finite ρ� 1 exchange constant: When the exchange interaction is turned on, the

various processes do not lead to a common transition frequency, making the calculation

of χ′′(ω) impossible. However, at low temperatures the ESR spectrum is dominated

from transitions between the ground state and the lowest–excited states, or between

excited states that obey the selection rules of Eq.(2.1.10) but with vanishing intensity

at T = 0. Therefore, we are keeping only the first few terms in Eq.(2.1.14) to obtain the

main results at low temperature.

For h < h1, ESR transitions from the ground state take place only to k = 0 excitons

and antiexcitons (see Fig. 2.2.2) with corresponding resonance frequencies:

ωA = ε+(k = π) = (1 + 2ρ+ ρ2 − 1

2
ρ3 + . . .) + h

ωB = ε−(k = π) = (1 + 2ρ+ ρ2 − 1

2
ρ3 + . . .)− h . (2.2.3)

These lines differ from their ρ = 0 counterparts by an upward displacement. (Anti)exciton

dispersion ε±(k) is given in Eqs.(1.3.11)-(1.3.14). The most important contributions in

χ′′(ω) are given by these transitions that lead to:

χ′′(ω) ≈ Nπf0

2Z

[
(1− e−βωA)δ(ωA − ω) + (1− e−βωB )δ(ωB − ω)

]
, (2.2.4)

where the amplitude f0 is given by [78]:

f0 = 1− 2ρ+
3

3
ρ2 + . . . . (2.2.5)
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At the limit of T = 0, the partition function becomes equal to 1 and χ′′ becomes:

χ′′(ω) =
Nπf0

2
(δ(ωA − ω) + δ(ωB − ω)) . (2.2.6)

Eq.(2.2.6) is exact in the limit of zero temperature, and the only approximation is the

one related to the fact that ωA, ωB and f0 are given as series up to third order in ρ. At

finite temperatures, line broadening of sharp lines ωA,B occurs thanks to higher–order

processes. For example, ∆m = 1 transitions from the exciton state to the two–body

exciton–exciton sector, or from the antiexciton to the exciton–antiexciton sector will

yield a signal that contributes to broadening of line ωA. Similarly, ∆m = −1 transitions,

from the antiexciton state to the antiexciton–antiexciton sector, or from the exciton to

the exciton–antiexciton sector contribute to broadening of line ωB. A related fact is that

the maxima of power absorption may acquire a mild temperature dependence.
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Figure 2.2.2: A schematic view of the energy–momentum dispersions of magnetic
excitations in an S = 1 Heisenberg chain with strong easy-plane (D > 0) anisotropy
for two typical fields h < h1 (left) and h > h2 (right). Note that the ESR transitions
denoted by A, B,C, E and F occur at k = 0, whereas transition G occurs at k = π.
Two-particle continua are not shown for simplicity.

For h > h2 the only ESR transition that survives in the T → 0 limit is the one between

the ferromagnetic ground state and a single magnon at k = 0 (see Fig. 2.2.2) with

resonance frequency:

ωC = ω(k = 0) = h− 1 , (2.2.7)

where ω(k) is the magnon dispersion given in Eq.(1.3.31). Line ωC is ρ independent

and coincides with the corresponding frequency in the limit ρ = 0. The single–magnon
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contribution to susceptibility is

χ′′1(ω) =
Nπ

2Z
(1− e−βωC )δ(ωc − ω) . (2.2.8)

The complete susceptibility χ′′(ω) coincides exactly with Eq.(2.2.8) in the limit of zero

temperature. At finite, but small, temperature there are additional allowed ∆m = ±1

contributions to the spectrum, which originate from transitions between the single–

magnon state and a two magnon state. A transition between a magnon and a state

in the two-magnon continuum or an exchange bound state yields signal that is roughly

superimposed with the basic magnon line C and contributes to its broadening. On the

contrary, transitions between a magnon and a single-ion bound state make a distinct

contribution to susceptibility that is clearly separated from the magnon resonance C

(see Fig. 2.2.2). These are absent at zero temperature but may occur with nonvanishing

intensity at finite temperature. The corresponding resonance frequencies are then given

by ωFG(k) = E(k) − ω(k), where E(k) is the dispersion of the single–ion bound state

given in Eqs.(1.3.39)-(1.3.43). Note that in this case transitions occur for every k in

the Brillouin zone, and resonance frequencies are expected to be observed throughout a

band ωF < ω < ωG ,where the boundary lines are defined as:

ωF = E(k = 0)− ω(k = 0) = h+ 1− 4ρ+ 2ρ2 + ρ3 + . . . ,

ωG = E(k = π)− ω(k = π) = h+ 1 . (2.2.9)

Frequency ωG is an exact result independent of the exchange constants, in analogy

with the resonance frequency ωC of Eq.(2.2.7). Moreover, it coincides with its ρ = 0

counterpart ωD but is no longer the continuation of the exciton line A that acquires

a nontrivial ρ–dependence given by Eq.(2.2.3). Therefore absorption by the single-ion

bound state is distributed over a frequency band with a width

∆ρ = ωG − ωF = 4ρ− 2ρ2 − ρ3 + . . . . (2.2.10)

Next task is to determine the distribution of power absorption over the FG band.

Contributions from a single–magnon to a two–magnon state are isolated in Eq.(2.1.14)

χ′′2(ω) ≈ N

Z
(1− e−βω)

∫ π

0
dk e−βω(k)|f(k)|2δ(E(k)− ω(k)− ω) , (2.2.11)

where f(k) = 〈ψ2(k)|µx|ψ1(k)〉 is the matrix element of the total moment between the

normalized wavefunctionss of a magnon |ψ1(k)〉 given in Eq.(1.3.30) and two–magnons

|ψ2(k)〉 given in Eq.(1.3.32). Using the explicit wave functions, the matrix element is
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calculated as:

|f(k)|2 =
X

2Y
,

X =

[
1− 2(x− cos(k/2))

1− 2x cos(k/2) + x2

(
x+

1

x
− 1

ρcos(k/2)

)]
,

Y = 1 +
1

1− x2

(
x+

1

x
− 1

ρcos(k/2)

)
, (2.2.12)

where x satislys the cubic equation (1.3.40) and is given by the approximate expres-

sion (1.3.41). Performing the k integration in Eq.(2.2.11) yields

χ′′2(ω) =
N

Z
(1− e−βω) e−βω(k)d(k) , (2.2.13)

where

d(k) =
|f(k)|2

|d(E(k)−ω(k))
dk |

(2.2.14)

As was argued in Ref. [76] the intensity is expected to display a characteristic double

peak, an enhancement around the band edges, although nonvanishing absorption occurs

throughout the FG band. Therefore, both frequencies F and G are associated with the

single-ion bound state and are relevant for the analysis of actual experiments.

Finally, we return briefly to the possibility of a ∆Sz = 2 transition between the

ordered ground state and a k = 0 single-ion bound state, which would lead to a resonance

frequency

ωE = ωF + ωC (2.2.15)

but zero intensity thanks to the axial symmetry adopted in our theoretical model.

However, in real experimental setups, field misalignment or deviations from strict axial

symmetry of the crystal may render mode E observable.

There are several questions that have not been answered so far, such as the calculation

of the full χ′′(ω) at finite T , and most importantly the structure of the spectrum in the

intermediate phase. Thus, in the following section we carry out calculations through

exact diagonalization on finite chains and a corresponding simulation of the χ′′(ω) for a

wide range of magnetic fields.

2.2.2 Numerical Calculation of the Power Absorption

In order to elucidate the issues raised in the preceding section, we carry out an explicit

calculation of power absorption. Since the analytical calculation of χ′′(ω) is out of

question, we resort to a numerical calculation based on Eq.(2.1.14) and a complete

diagonalization of the S = 1 Hamiltonian of Eq.(2.2.1) defined on a finite periodic chains

with size N as large as 12. Actually, explicit results presented below were obtained on

a chain with N = 10, whereas N = 12 chains were occasionally used for consistency
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Figure 2.2.3: Field dependence of the ESR spectrum for an AFM chain with a small
exchange interaction ρ = 0.25 at zero temperature. Colored surface represents the ESR
intensity P ∼ ωχ′(ω), where χ′′(ω) is given by Eq.(2.2.6) and (2.2.8). The location of
critical fields h1 = 0.57 and h2 = 2 is indicated by vertical dashed lines. At the zero–T
limit, there is an absence of intensity of the FG band. The resonance lines A, B, and C
are continued as dashed lines into the intermediate phase h1 < h < h2 to indicate the
lack of analytical calculations of the low-lying excitation spectrum for such field values.

checks. Details on the exact diagonalization (ED) technique used are briefly discussed

in Appendix. B.

A test about the efficiency of the numerical calculation on a finite chain can be pro-

vided by comparing the numerically obtained gap of the (anti)exciton dispersion at k = π

with the one calculated at the thermodynamic limit given by Eq.(1.3.11). Inspection of

Fig. 2.2.4 reveals that the finite chain numerical calculation provides an accurate esti-

mate of critical field h1 for anisotropies up to ρ ' 0.8. In calculations presented in this

section, we adopt the value ρ = 0.25 in order to achieve semi–quantitative agreement

with experimental data of DTN that will be presented in Sec. 2.3.
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Figure 2.2.4: Energy gap of the (anti)exciton dispersion at k = π. Orange line
corresponds to the theoretical value obtained within a strong–coupling expansion in
the thermodynamic limit and purple line to the one obtained through a numerical
exact diagonalization of a finite chain of lenght N = 10.
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On a finite chain Eq.(2.1.14) yields a susceptibility that is a sum of weighted δ–

functions and is thus rather spiky. Hence we adopted an empirical smoothing process

to obtain an intensity

I = I(f, h, τ) (2.2.16)

that is a reasonably smooth function of frequency f = ω/(2π), magnetic field h, and

temperature τ = T/D. Our main task is then to analyze the calculated intensity as a

function of all three variables.

In Fig. 2.2.5 we depict the intensity I(f, h, τ) as a function of frequency f for ρ =

0.25, at a fixed temperature τ = 0.2 and four typical values of magnetic field h. For

h < h1 lines A and B coincide exactly with resonance frequencies ωA and ωB and line–

broadening occurs thanks to higher–order processes that take place at finite temperature.

In the intermediate region, lines ωA,B are extended but they lose their intensity as h→
hm, where hm = (h1+h2)/2 denotes approximately the center of the intermediate region.

Moreover, an additional line is developed that roughly coincides with the extension of

resonance line ωG, one of the boundaries of the FG band. For hm < h < h2, an extension

of resonance line C appears, while line G loses its intensity and vanishes at h > h2. In

the ferromagnetic phase, only line C is present, because temperature is low to yield a

significant signal for the single-ion bound state.
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Figure 2.2.5: Calculated normalized intensity I(f, h, τ) as a function of frequency f
for ρ = 0.25 at a fixed temperature τ = 0.2 and four typical values of magnetic field h.
Field hm = (h1 + h2)/2 denotes approximately the center of the intermediate phase.
Vertical lines A, B C indicate the location of resonance frequencies ωA, ωB and ωC ,
while line G indicates the position of the one of the boundaries of the single-ion (FG)
band.
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In order to establish a coherent picture of the ESR spectrum in the intermediate

phase at relatively low temperatures, we calculate the intensity I(f, h, τ) for a wide

range of magnetic fields and we are thus in position to track the evolution of ESR lines

as the magentic field varies. In Fig. 2.2.6 we present our results for the (colored) surface

I = I(f, h) at fixed temperature τ = 0.2 which is a typical relatively low temperature of

experimental interest [42]. Superimposed in the same figure are the analytical predictions

for the two critical fields h1 = 0.57 and h2 = 2, as well as corresponding predictions for

the resonance lines A, B for h < h1 and C, F , G for h > h2.
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Figure 2.2.6: Colored surface represents the normalized ESR intensity I(f,h,τ) calcu-
lated for a spin chain with N = 10 as a function of frequency f and magnetic field h, at
fixed temperature τ = 0.2. Solid lines correspond to analytical results results and are
deliberately extended as dashed lines into the intermediate region h1 < h < h2. The
location of critical fields h1 = 0.57 and h2 = 2 is indicated by vertical dashed lines.

Several important facts have already become apparent in Fig. 2.2.6 which we analyse

in turn:

(a) In the paramagnetic phase, we note that the magnon resonance lines A and B coin-

cide with the maxima of the calculated intensity as expected in the low–temperature

region. Nevertheless, the chosen temperature is sufficiently high to account for the

anticipated line broadening which is also apparent.

(b) In the intermediate region h1 < h < h2, where analytical predictions are practically

absent, the most conspicuous feature is a tail of line G with strong intensity which

persists even at very low temperatures. Therefore, the G-tail corresponds to some

sort of a collective excitation that appears in the intermediate phase as a shadow of
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the single-ion two- magnon bound state, and requires further theoretical investiga-

tion. On the other hand, mode F acquires a tail into the intermediate region with

intensity that diminishes at low temperature and is thus invisible in Fig. 2.2.6. We

note that the lines A, B and C also acquire tails but with intensity that gradually

vanishes as one approaches the center of the intermediate phase.

(c) In the ferromagnetic phase, Fig. 2.2.6 indicates absence of measurable intensity

in the single-ion (FG) band at the relatively low temperature τ = 0.2. The ESR

spectrum is dominated by resonance line C.

Fig. 2.2.6 completes the missing parts of Fig. 2.2.3 in the intermediate region and at

finite temperature. The structure of tails of lines A and C becomes apparent in Fig. 2.2.7

which focuses on the low–frequency end of the intermediate phase. Thus we reveal a

V –like structure with intensity that gradually vanishes as one approaches the center.

This picture apparently contradicts the result of Cox et al [80] who predict by a similar

calculation a Y –like structure with intensity that remains finite and practically constant

near the center. On the other hand, our result is consistent with a rounding of a V

into a U structure predicted to occur in the presence of a small Dzyaloshinskii–Moriya

anisotropy treated by a semiclassical method [82].
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Figure 2.2.7: Same as Fig. 2.2.6 but now focusing on the low–frequency end of the
intermediate phase h1 < h < h2. Note the formation of a V –like structure with rapidly
decreasing intensity as one approaches the center of the intermediate phase.

Next we focus on the appearance of the FG band upon increasing of temperature. In

Fig. 2.2.8 we depict the intensity as a function of frequency at a fixed field h = 2.5 > h2

and selected values of temperature. At the lowest temperature τ = 0.1 considered



Chapter 2. Electron Spin Resonance 52

in Fig. 2.2.8, the dominant feature is the magnon resonance C while there is no sign

for a single-ion bound state. On the contrary, the FG band is activated already at

temperature τ = 0.5 and is further enhanced at higher temperature, as is evident in the

τ = 1 and τ = 2 entries. Also evident is the formation of a double peak in the FG

region, with the dominant peak occurring near the G boundary while a peak of lower

intensity develops near the F boundary. The relative enhancement of the intensity near

the G boundary is likely due to the fact that it involves transitions between k = π

single magnons and k = π single-ion bound states, where the magnon acquires its lowest

gap and is thus more heavily populated at finite temperature than, say, k = 0 magnons.

Therefore, theory suggests a dominant peak near theG boundary followed by a secondary

peak (a knee) near the F boundary, but the two peaks are partners in a doubly–peaked

FG band that cannot be separated in any meaningful way.
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Figure 2.2.8: Calculated normalized intensity I(f,h,τ) scaled with temperature τ , as
a function of frequency f at a fixed field h = 2.5 and four typical values of temperature
τ . Vertical lines C, F and G indicate the location of the single–magnon resonance C
and the boundaries of the single-ion (FG) band.

The same applies for the whole field region h > h2 = 2 as demonstrated in Fig. 2.2.9

which displays the intensity in the ferromagnetic phase and temperature τ = 2. The

calculated FG band is highly populated at this temperature with most of the inten-

sity concentrated near the G boundary. This provides unambiguous evidence for the

existence of a single-ion two-magnon bound state.

Upon increasing of temperature, line G in enhanced and becomes dominant in the

high–τ limit. In this limit, the temperature–dependence of the intensity is approximated

by I(f, h, τ) ' Φ(f, h)/τ , where function Φ(f, h) does not depend on τ . This is evident
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Figure 2.2.10: Calculated normal-
ized intensity I(f,h,τ) scaled with tem-
perature τ , as a function of frequency
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10, 100. In the high-τ limit, intensity
scales as Φ(f, h)/τ as a function of tem-
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in Fig. 2.2.10, where we plot intensity scaled with temperature τ as a function of f

for two fields in the ferromagnetic phase, h = 2.5, 3 and two values of temperature

τ = 10, 100.

The numerical study presented so far, yields important insights into the underlying

physics of model (2.2.1). Yet, a number of features such as the shift of resonance field and

the bevaviour of the intensity of the various modes as a function of temperature have not

been explored. We postpone further discussion until Sec. 2.3 where the numerical data

will be compared to experimental investigations on the same quantities. To conclude, one

of the most important elements of our analysis so far is the suggestion that the single–ion

bound state makes a distinct contribution to the ESR spectrum and its effect can be

identified by the presence of a doubly–peaked FG band with nonvanishing intensity at

sufficient high temperature.

2.2.3 Three–Dimensional ESR spectrum

A theoretical analysis of the ESR spectrum observed in real materials requires, in most

of the cases, the inclusion of 3D couplings. The essential features of the 1D model are

expected to remain unaffected, while the resonance lines will shift as a result of the

presence of couplings perpendicular to the chain. Here we are presenting explicit results

of resonance frequencies A and B for h < h1 and C, G and F for h > h2, and will

be used to compare with experimental data and estimate exchange couplings of DTN.
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Based on the preceding explicit results presented in Sec. 1.4, the resonance frequencies

are:

ωA,B = D + 2
∑

ν

Jν +
1

D

[
3
∑

ν

J2
ν − 2(

∑

ν

Jν)2

]

+
1

D2

[
4(
∑

ν

Jν)3 +
9

2

∑

ν

J3
ν − 9(

∑

µ

J2
µ)(
∑

ν

Jν)

]
± gµBH , (2.2.17)

and

ωC = gµBH −D
ωG = gµBH +D

ωF = gµBH +D − 4(Jx + Jy + Jz)

+
2

D
(J2
x + J2

y + J2
z ) +

1

D2
(J3
x + J3

y + J3
z ) . (2.2.18)

Note that resonance frequencies ωC and ωG are independent of the exchange cou-

plings, as in the 1D case. Recovery of the one–dimensional results are through the

formal substitution Jx = Jy = 0 and Jz = J .

Figure 2.3.1: One unit cell of of
the full crystal structure of NiCl2 −
4SC(NH2)2. The Ni magnetic spins
(green) occupy a tetragonal body–
centered structure with antiferromag-
netic interactions between nearest
neighbors.

4104 Paduan-Filho, Chirico, Joung, and Carlin: Field-induced magnetic ordering 

C! 
FIG. 2. Molecular structure of NiCI2' 4SC{NH2)2' 

is 3.30 A from the nitrogen atoms of its neighbors. 
The CI-Ni-CI axes all lie parallel to the crystal c axis. 
Thus, this molecule meets all the crystallographic re-
quirements necessary for the applied field experiments. 

An extensive study of the magnetic anisotropy above 
80 K and the polarized electronic spectrum of NiCl2 
o 4SC(NH2h was reported by Gerloch et al. 14 The prin-
cipal result which is of interest here is their determina-
tion of the zero-field splitting as about 10 ± 1 K. Our 
value, from measurements at lower temperatures, is 
slightly smaller, but it was this report that suggested 
to us that the compound was a likely candidate for the 
applied field experiments. 

EXPERIMENTAL 
The compound was prepared by dissolving a large ex-

cess of nickel chloride in a saturated aqueous solution 
of thiourea. The material has a large tendency to form 
twinned crystals; we were most successful in preparing 
high quality samples by very slow recrystallization from 
methanol. The typical sample mass used in these mea-
surements was 100 mg. 

Zero-field susceptibilities were meaEjured in Chicago 
by the mutual inductance procedure in the equipment de-
scribed earlier. 15 Zero-field susceptibilities and field-
dependent susceptibilities were measured in Sao Paulo 
as previously described. 16 

RESUL TS 

The zero-field susceptibilities parallel and perpen-
dicular to the tetragonal axis are displayed in Fig. 3. 

--I 

T(K) 

FIG. 3. The zero-field susceptibilities of NiCl2 • 4SC{NH2)2' 
The circles refer to measurements in Chicago, the triangles 
to measurements in Sao Paulo. The fitted curves are described 
in the text. 

o 20 40 60 
H (kOe) 

FIG. 4. Parallel susceptibility at constant temperature as a 
function of field. 0: T=O.50K; e: T=O.60K; 0: T=O.70 
K; e: T=O.80K; +: T=O.90K, X: T=1.00K; <>: T=1.08K; 
.: T = 1. 18 K. The arrows indicate where the transition was 
taken. The curves are displaced for clarity. The curve at 
T = 1. 18 K is multiplied by 5 on the X axis. 

Duplicate measurements have been carried out and agree 
quite well. 

These data have been analyzed in conventional fash-
ion. 3,6 The spin Hamiltonian applicable to tetragonally 
distorted octahedral nickel (II) is written as, for S = 1, 

JC=gjJ.BH.S+D[S!-is(S+1)]. (1) 

The energy levels and susceptibilities ariSing from the 
use of Eq. (1) may easily be calculated11; the suscepti-
bilities are found to be 

X" = 

xexp(-D/kBT)[l +2exp(-D/kBT)]-t, (2) 

x [1 - exp( - D/kBT)J[l + 2 exp(- D/kBT)]-1 (3) 

These equations must be corrected for the subcritical 
antiferromagnetic exchange interactions. The exchange-
corrected susceptibility is given in the molecular field 
approximation by 

I XI 
XI= 1-(2zoJ/Ng1jJ.1lxl' i=ll,l, ( 4) 

where X; is the exchange-influenced susceptibility actu-
ally measured and Xi is given by Eqs. (2) and (3). 

The excellent fits of the data to the eXChange-corrected 
equations are illustrated in Fig. 3. The parameters re-
suiting are g,,=2.26±0.03, gl=2.34±0.03, D/k B=7.6 
±0.4 K, and zoJ/k B= -4. 5±0.3 K. 

The success of the above analyses led us to investigate 
the susceptibility behavior as a function of applied field. 
A carefully oriented single crystal was inserted in a 
cryostat so that the applied field was parallel (within 2°) 
to the unique tetragonal axis. Holding the sample at a 
constant temperature (in the interval 0.3-2 K), the sus-
ceptibility was measured as a function of applied 
field. The results as displayed in Fig, 4 clearly 
resemble those obtained earlier in the studies of 
[Ni(C 5H5NO)sJ(CI04h 5,9 and [Ni(C 5H5NO)6](N03b 12 and 

J. Chem. Phys., Vol. 74, No.7, 1 April 1981 

Figure 2.3.2: Molecular structure of
NiCl2 − 4SC(NH2)2. Figure taken
from [83].
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2.3 Application to DTN: Experimental Data

Besides the theoretical analysis, experimental studies of DTN (NiCl2 − 4SC(NH2)2)

are presented with a special emphasis on single-ion two-magnon bound states. DTN

has been investigated for its quantum magnetism and extensive information about its

magnetic and magneto–elastic properties is available [41, 42, 61, 79, 82, 83, 85–87].

The nickel(II) ion is a sensitive probe of crystalline field distortions. In an S = 1

Ni++ spin system an axially symmetric distortion of the proper sign can split the triplet

into a lower singlet separated from an excited doublet by an energy |D| [83]. The energy

level diagram of DTN is such that the S = 1 triplet is split by single–ion anisotropy into

a Sz = 0 ground state and Sz = ±1 excited states with an energy gap of D ∼ 10 K

[42, 83].

The Ni magnetic spins were shown to occupy a tetragonal body–centered structure,

space group I4, with two molecules in the unit cell [83, 84], see Fig. 2.3.1. The thioureas

are bonded to the nickel by means of the sulfur atoms in a square array, as shown

schematically in Fig.2.3.2. The bond lengths are Ni−Cl = 2.40± 0.02 Å in the upper

plane and 2.52±0.02 Å in the lower plane, Ni−S = 2.46±0.004 Å, S−C = 1.73±0.03

Å, and C − N = 1.33 ± 0.04 Å. The chlorine atom below the plane is 3.30 Å from

the nitrogen atoms of its neighbors. The structure as a whole consists of molecules all

oriented in the same way and held together by Cl −Ni hydrogen bonds.

Zero–field inelastic–neutron–scattering data [41] and ESR measurements in applied

fields [42] indicate that the magnetic interaction is through the super–exchange Ni −
Cl − Cl − Ni path along the tetragonal c axis, with the antiferromagnetic exchange

parameter equals to J = 2.2 K. The coupling along the a and b axes are significantly

weaker, J⊥ = Ja = Jb = 0.18 K and no couplings were found to within the experimental

resolution along the (1,1,1) direction [41]. Ni spins are strongly coupled along the c axis,

making DTN a system of weakly interacting S = 1 chains. Therefore, DTN is considered

to be the quasi– one–dimensional limit of a three–dimensional (3D) system, where the

exchange couplings perpendicular to the chain J⊥ are finite but much smaller than J ,

J⊥/J ' 0.08. Since D exceeds 2z0|J |, a transition to long range magnetic order cannot

occur in zero external field according to Moriya’s criterion [81]. Perpendicular couplings

become significant when the application of a field H ‖ z axis minimizes the energy gap

and a transition to long–range order can be established at low enough temperatures.

The intermediate phase in DTN has been experimentally identified as a 3D XY AFM

ordered phase that can be regarded as a Bose- Einstein condensate (BEC) of magnons

below some critical temperature TN [61]. As shown in Fig. 2.3.3, antiferromagnetic

exchange between the Ni atoms produces the XY long–range order in a dome–shaped

region of the T−H phase diagram between H1 = 2.1 T, where the magnetic ground state

is induced, and H2 = 12 T where the spins align with the applied magnetic field [42].
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Figure 2.3.3: Temperature–field diagram of the AFM- ordered phase obtained from
magnetocaloric-effect measurements (opened squares), and the magnetization data
taken at T = 16 mK (opened circles). Closed squares and circles denote results of
the quantum Monte Carlo calculations. Figure taken from [42].

3D long-range order occurs approximately below 1 K. Critical fields H1 and H2 delimit

the region of magnetic-field-induced long-range order. Magnetization is zero between

0 and H1, then increases roughly linearly between H1 and H2 as the spins cant in the

direction of the applied magnetic field, and then saturates above H2.

Here we present results of systematic high-field electron spin resonance (ESR) exper-

imental studies. Actually, Zvyagin et al. [42, 79] had carried out detailed ESR measure-

ments of magnetic excitations in a wide field range up to 25 T for this compound and the

resulting picture was found to be generally consistent with early theoretical predictions

of [76]. Yet, there were some remaining discrepancies between theory and experiment

that are clarified through new set of ESR experiments [49].

A frequency range of 50-700 GHz was used with a tunable-frequency submillimeter–

wave ESR spectrometer [88] equipped with Backward Wave Oscillators as radiation

sources and a 25 T resistive magnet. A transmission-type probe with a sample in

the Faraday geometry was employed (with the light propagation vector directed along

the applied magnetic field H and the tetragonal c axis of the sample). High-quality

single crystals of DTN with a typical size of about 3 × 3 × 5 mm3 (from a new batch,

grown from aqueous solutions of thiourea and nickel chloride) were used. A silicon-

based Dow Corning High Vacuum Grease 976 V was used to fix samples inside the

probe. Particular attention was paid to measuring the temperature dependence of the

observed ESR modes, especially in order to unambiguously resolve the contribution of

two-magnon bound states in the high-field region H > H2.

In a typical ESR experiment, the ESR spectrum is generated by keeping the frequency

incident on the sample stable and varying the uniform magnetic field. In Fig. 2.3.4 we

present ESR transmittance spectra for three characteristic frequencies and a wide field
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range up to 25 T. The specific choice of frequencies is such that all possible modes appear

in the figure. The essential features of the observed ESR spectrum are illustrated in

Fig. 2.3.6 together with the theoretical predictions presented in Sec. 2.2.3.

The set of parameters Jx,y,z, g and D employed to calculate the branches of the ESR

spectrum shown by straight lines A, B, C, F and G are chosen as follows. The simplest

possibility is to fit the zero–field magnon dispersion given by Eq.(1.4.2) to the dispersion

measured via inelastic neutron scattering [41]. A good fit is obtained, see Fig. 2.3.7, with

the choice of parameters [89]:

D = 7.72 K , Jx = Jy = 0.2 K , Jz = 1.86 K . (2.3.1)

In particular, ε0 = ε(k = 0) = 257 GHz, is in fair agreement with the experimental

value ε0 = 267 GHz independently obtained through ESR. Consequently, the theo-

retically predicted branches A and B in the ESR spectrum agree with experiment if

we further choose a gyromagnetic ration g = 2.22. The critical field calculated from

Eq.(1.4.4) is H1 = 2.08 T, in excellent agreement with the experimental value H1 = 2.1

T.

Thus the preceding choice of parameters yields a sufficiently accurate description of

the low–field region H < H1. But such a choice leads to poor quantitative predictions

in the high–field region H > H2. For example, the critical field H2 calculated from

Eq.(1.4.6) is H2 = 11.24 T, to be compared with the experimental H2 = 12.6 T. Simi-

larly, the exact magnon branch ωC of Eq.(2.2.18) substantially disagrees with experiment

when D = 7.72 K.
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Instead, an excellent fit of mode C is obtained using the parameters [42]

g = 2.22, D = 8.9 K . (2.3.2)

We adopt these values and fix the remaining (exchange) constants via a least–square

fit of the zero–field dispersion of Eq.(1.4.2) to the experimental dispersion, see Fig. 2.3.7,

to obtain

Jx = Jy = 0.34 K , Jz = 1.82 K , (2.3.3)

which are significantly different from Jx = Jy = 0.18 K and Jz = 2.2 K obtained in

Ref.[42] using a self–consistent semiclassical method to calculate the zero-field magnon

dispersion. Here, to be consistent, we employ the parameters of Eq.(2.3.2) and Eq.(2.3.3)

to calculate the critical fields H1 = 2.30 T and H2 = 12.68 T which are in rough

agreement with the experimental H1 = 2.1 T and H2 = 12.6 T. Using the same set of

parameters, ESR branches A, B, C, F and G shown n Fig. 2.3.6 are again in rough

agreement with experiment.

We return briefly to the possibility of a ∆Sz = 2 transition between the ordered

ground state and a k = 0 single-ion bound state, which would lead to a resonance
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Figure 2.3.7: DTN dispersion of magnetic excitations at zero field calculated along
three directions in the Brillouin zone using Eq.(1.4.2) and parameters taken from
Eq.(2.3.1) (dashed lines) and Eqs.(2.3.2)–(2.3.3) (solid lines). Symbols denote inelastic
neutron scattering data taken from [41]. Energy is measured in degrees K.

frequency:

ωE = E(k = 0) = ωF + ωC (2.3.4)

but zero intensity thanks to the axial symmetry adopted in our theoretical models. How-

ever, crystal symmetry is compatible with some deviations from strict axial symmetry

which apart from a tiny field misalignment may render mode E observable. In fact, such

a mode was previously observed in DTN with a sample in the Voigt geometry [42, 79]

and is included in Fig. 2.3.6.

We now turn our attention to the single–ion FG band. Note that the band is absent

at relatively low–temperature of about T = 1.7 K, and one has to increase temperature

around T = 4.3 K to get nonvanishing intensity (see Fig. 2.3.6). As was discussed in

Sec. 2.2.2, the intensity is expected to display a characteristic double peak as a function

of frequency at fixed external field, or as a function of field at fixed frequency. Therefore,

both frequencies F and G are associated with the single–ion bound state and are relevant

for the analysis of actual experiments. In this respect, it is worth mentioning that the

absorption corresponding to mode G was initially observed in previous experiments

[79]. This absorption was interpreted as an artifact originating in the superficial layer of

DTN crystals attacked by a GE-varnish solvent used to fix the sample within the sample

holder.

However, our theoretical analysis suggests that the G mode is actually an inseparable

partner in a doubly–peaked FG band associated with the single–ion bound state. Indeed,

our current experiment supports such an interpretation, as shown in Fig. 2.3.5 where the

transmittance measured at fixed frequency f = 647 GHz displays a characteristic double

peak as a function of the applied field. Also note that the double peak is uneven with

most power absorbed for frequencies near the G boundary, an experimental fact that is
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consistent with the numerical calculation of power absorption presented in Sec. 2.2.2.

Another important feature of Fig. 2.3.5 is the apparent vanishing of intensity at relatively

low temperatures (e.g., T = 1.5 K), an experimental fact that is consistent with our

interpretation of the FG resonance band as the result of transitions between excited

states; namely, transitions between single magnons and single–ion two–magnon bound

states.

Some of the features of the observed spectrum can be explained through the 1D

numerical calculation of the intensity I(f, h, τ) developed in Sec. 2.2.2. First, a digression

concerning the choice of parameters within the 1D model. Recall that the single–magnon

resonance frequency ωC is an exact prediction of the 1D as well as the 3D model.

Therefore, we adopt in this section the choice of the gyromagnetic ratio g and anisotropy

D already made in Eq.(2.3.2) and the only remaining parameter is the exchange constant

J or, equivalently, the dimensionless ratio J/D. A semi-quantitative agreement with

experiment is obtained with the choice:

g = 2.22 , D = 8.9 K ,
J

D
=

1

4
, (2.3.5)

which will be adopted in all calculations within the 1D model.

Table 2.3.1: Rationalized variables introduced in Sec. 2.2.2 are given in units.

Frequency f Magnetic Fielhd Temperature τ

D/2π~=185.45 GHz gµBH/D= 6 T T/D=8.9 K

0 1 2 3 4 5 6h
0

5

10

15

20

τ 
I(f
,h
,t)

C CFG

 τ=0.2  τ=5

0 1 2 3 4 5 6h

Figure 2.3.8: Calculated normalized intensity I(f, h, τ) scaled with temperature τ as
a function of magnetic field h at a fixed frequency f = 3.5 (649 GHz) and two values of
temperature τ = 0.2, 5 (1.78 K,44.5K). Note that resonance field of line C shifts from
its zero–temperature limit upon increasing of temperature.

Since with the 1D numerical technique the intensity I(f, h, τ) can be calculated as

a function of all three variables, it is illustrative to plot I as a function of magnetic

field at fixed frequency and temperature, in order to simulate the experimental ESR
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transmittance spectra. Formulas that describe resonance lines A, B and C, G, F are

now expressed in terms of the magnetic field. For expample, resonance line C is now

located at hC = f + 1 (in rationalized units). In Fig. 2.3.8 we present the intensity

I(f, h, τ) scaled with temperature τ as a function of magnetic field h at a fixed frequency

f = 3.5 (649 GHz) and two values of temperature τ = 0.2, 5 (1.78 K,44.5K). We note

that at low temperatures (first entry) line C is centered around hC = f + 1 = 4.5, while

there is a shift of the resonance field as we increase the temperature (second entry).

It is of theoretical as well as experimental interest to analyze the resonance field

shift hC(τ). Some caution is necessary with respect to the definition of hC(τ), which no

longer corresponds to its zero–temperature limit given by hC(τ = 0) = f + 1 but to the

maximum of the intensity in the neighborhood of hC(τ = 0). In Fig. 2.3.9 we plot HC(T )

as a function of T , calculated within the 1D model; superimposed are experimental data

extracted from the maxima of the ESR transmittance spectra. The theoretical curve

indicates that at very low temperatures there is a shift at lower values than HC(T = 0),

while at around T = 2 K the shift moves at higher values until it reaches a maximum

around 11 K. A further increase of temperature will cause the curve to decrease until it

reaches an approximate value at high–T . We note that there is quantitative agreement

between theory and experiment, specially in the low–T region of the diagram.
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Figure 2.3.9: The temperature dependence of resonance fieldHC at frequency f = 220
GHz. Symbols denote experimental data.

The theoretical findings of Sec. 2.2.2, with a dominant peak near the G boundary

followed by a secondary peak (a knee) near the F boundary are consistent with the

experimental results of the type shown in Fig. 2.3.5, with due attention to the fact that

Fig. 2.3.5 depicts the transmittance as a function of applied field at fixed frequency.

In any case, both theory and experiment suggest that the two peaks are partners in a

doubly–peaked FG band that cannot be separated in any meaningful way. Thus it is
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difficult to measure or calculate their relative intensity. Nevertheless, it is possible to

calculate the total intensity of the FG band:

IFG =

∫ b

a
I(f, h, τ)dh , (2.3.6)

where integration extends over a field interval a ≤ h ≤ b chosen empirically so

that it encompass the entire FG band. The total intensity of Eq.(2.3.6) is depicted in

Fig. 2.3.10 as a function of temperature at fixed frequency f = 647 GHz, together with

experimental results obtained by applying a similar integration process to data of the

type shown in Fig. 2.3.5. Taking into account that intensity is displayed in “ arbitrary

units ”, the qualitative agreement between theory and experiment shown in Fig. 2.3.10

is satisfactory and fully consistent with our current interpretation of the ESR signal of

the single–ion two–magnon bound state.

The same procedure was followed for the integrated intensity of line C (denoted as

IC) and the results are presented in Fig. 2.3.10. The agreement is not so satisfactory,

specially in the vicinity of small temperatures. Nevertheless, both theory and experiment

suggest that there is a difference between the behavior of IFG and IC , with the former

exhibiting a peak at a finite T , while the later smoothly decreases with increasing T

and no peaks is observed. This qualitative difference can be explained as follows. The

intensity of ESR depends on the difference in thermal population between the energy

levels pertaining to the ESR transition. If there is an energy gap between the ground

state and the lowest excited state, the thermal population of the excited state is larger

at larger temperature. On the other hand, the difference in thermal population within

excited states becomes small with increasing temperature. Consequently, the intensity

of the ESR transition within excited states exhibits a peak at a finite T .
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Figure 2.3.10: Integrated intensity IFG at fixed frequency f = 647 GHz (left) and IC
at fixed frequency f = 220 GHz(right) as a function of temperature calculated within
the 1D model. Symbols denote experimental data extracted from field integration of
ESR spectra.
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2.4 ESR studies for the effective S=1/2 Hamiltonian

One of the main conclusions of the above sections is that the essential features of the

ESR spectrum observed in DTN are accounted for by the strictly 1D S = 1 model

(2.2.1). Yet, even within this 1D model, detailed calculation of the ESR spectrum has

been difficult especially for fields in the intermediate phase.

It is the purpose of the present section to investigate the structure of the zero–

temperature low–lying ESR spectrum throughout the intermediate region h1 < h < h2

using the mapping to the effective S = 1/2 model (1.5.9) for which a rigorous solution

can be obtained using the Bethe ansatz. These results have been originally presented in

[90].

As a preparation for our main result, we recall that the extent of the intermediate

phase predicted by the S = 1/2 XXZ model is given by −h̃c < h̃ < h̃c, where h̃c =

2J(1 + ∆) = 3J for ∆ = 1/2. Upon translating this prediction in terms of the original

field h = h̃+ ρ+ 1, the extent of the intermediate phase is given by

h1 = 1− 2ρ , h2 = 1 + 4ρ , (2.4.1)

where h2 coincides with the exact upper critical field predicted by the S = 1 model,

whereas h1 is an approximate prediction for the lower critical field that is consistent

with Eq. (1.3.15), restricted to first order in the J/D expansion. Accordingly, the field

dependence of the ESR spectrum outside the intermediate phase is given by

ωB = 1 + 2ρ− h for h < h1 ,

ωC = h− 1 for h > h2 , (2.4.2)

where ωC is the k = 0 value of the magnon dispersion for h̃ > h̃c, and ωB is the

corresponding value for h̃ < −h̃c. Note that ωC coincides with the exact value of

the corresponding prediction in the S = 1 model, whereas ωB is again the first order

approximation within a systematic 1/D expansion.

The preceding elementary calculation of the ESR spectrum cannot be simply ex-

tended into the intermediate phase even within the effective S = 1/2 model. However,

recent developments in the Bethe ansatz method [91, 92], allow the semi analytical eval-

uation of matrix elements between eigenstates in the S = 1/2 Heisenberg model for any

magnetization: the calculations reduce to the numerical evaluation of determinants of

the order of the size of the spin system. When applied to the ESR operator |〈m|S̃−tot|Ω̃〉|2,

where |Ω̃〉 is the ground state, |m〉 an excited state and S̃−tot =
∑

n S̃
−
n , it is found that

there is essentially only one excited state, |m∗〉, that has significant weight in the spec-

trum. This state is a highly unusual one in the Bethe ansatz literature. While usually

eigenstates are characterized by sets of real pseudomomenta λ or pseudomomenta with



Chapter 2. Electron Spin Resonance 64

imaginary parts symmetrically arranged around the real axis (“strings”), this state has

all the λ’s real except one that is complex with an imaginary part ıπ/2. The existence of

this state was recently discussed [93] and it physically corresponds to a uniform change of

the S̃z component of the magnetization by 1. It is fascinating that the ESR experiments

exactly probe this state and its dynamics.

From a computational point of view, it turns out to be rather difficult to find the

pseudomomenta λ for this state. The nonlinear Bethe ansatz equations at finite mag-

netization, in general, do not converge by iteration. To circumvent this problem, it was

suggested [94] to study chains with an odd number N of spins, where indeed the prob-

lem is far less crucial [92]. In the following we present data for the magnetic field H̃

dependence of the ESR resonance frequency ωm∗ = εm∗ − εΩ̃ and of the ESR matrix ele-

ment |〈m∗|S̃−tot|Ω̃〉|2 for N = 51. The quantum numbers characterizing the ground state

|Ω̃〉 with M reversed spins are given by Ij=1,M = −M/2 + 1, . . . ,+M/2, corresponding

to a magnetization S̃z = N/2 −M . The excited state |m∗〉 has M + 1 reversed spins

and is characterized by the quantum numbers Ij=1,M = −M/2 + 1/2, . . . ,+M/2− 1/2,

IM = (N +M)/2.
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Figure 2.4.1: Field dependence of T = 0 low–lying ESR lines calculated from the
effective S = 1/2 model diagonalized through the Bethe ansatz. Lines B and C are the
straight lines ωB and ωC given in Eq. (2.4.2) for fields outside the intermediate phase but
bend downwards in a nontrivial manner upon entering the intermediate phase to meet
at the center and thus form a V –like structure. The inset depicts the field dependence
of the matrix element |〈m∗|S̃−tot|Ω̃〉|2, which is directly relevant for the calculation of
the intensity of ESR modes. Vertical dotted lines indicate the location of the critical
fields h1 and h2 calculated from Eq. (2.4.1).
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The results of this intriguing calculation are summarized in Fig. 2.4.1, which depicts

the field dependence of the low–lying ESR lines as a function of the field h. As expected,

these coincide with the straight lines ωB and ωC of Eq. (2.4.2) for fields h outside the

intermediate phase, which bend downwards upon entering the intermediate phase to

meet at the center and thus form a V –like structure. The calculated slope is ±3/2 at

the center and ±1 at and beyond the edges of the intermediate phase. Also shown in

Fig. 2.4.1 is the calculated field dependence of the matrix element |〈m∗|S̃−tot|Ω̃〉|2, which

vanishes at the center but reaches a finite value 1/4 that remains constant for all fields

outside the intermediate phase.

The currently predicted V –like ESR spectrum with vanishing intensity at its center

is consistent with our earlier prediction [49] made by a rough numerical calculation on

small (N = 10) chains within the S = 1 model (1.5.1) (see Fig. 2.2.7) but disagrees

with a Y –like structure with nonvanishing intensity at the center made by Cox et al.

[80] by a calculation within the same S = 1 model. Concerning possible experimental

observation, the rapid vanishing of intensity near the center would make the V –mode

especially sensitive to small perturbations that are ever present in effective Heisenberg

models [49, 82].

Some caution is necessary with regard to the results presented in this section concern-

ing the structure of the ESR spectrum in the intermediate phase. As stated earlier, most

of the intensity is concentrated on a single resonance frequency ωm∗ with a δ–function

line shape, emerging from transitions between the ground state and the excited state

|m∗〉. Apart from this dominant contribution, the Bethe ansatz calculation revealed

that the ESR spectrum consists of secondary transitions with small, but non vanishing

intensity. These transitions correspond to resonance frequencies that lie above ωm∗ with

negligible matrix elements and are thus omitted from Fig. 2.4.1. These secondary peaks

exist throughout the intermediate phase for −h̃c < h̃ < h̃c but lose their intensity for

h̃ ≥ h̃c and h̃ ≤ −h̃c. In this case, the only ESR transition is the one between the

ferromagnetic ground state and the k = 0 single magnon, with resonance frequency

ωsm = 2J(1−∆) + h̃ for h̃ ≥ h̃c ,
= 2J(1−∆)− h̃ for h̃ ≤ −h̃c . (2.4.3)

In order to clarify this more complicated ESR spectrum, two limiting cases are con-

sidered; the isotropic chain (∆ = 1) and the XY model (∆ = 0). In the presence of

isotropic interaction, the resonance frequency ωsm = h̃ with a δ–function line shape is

extended in the intermediate region. The line is precisely at the Zeeman energy for any

magnetic field, with intensity that gradually vanishes as h̃ → 0. In the presence of a

small perturbation to the isotropic Hamiltonian, the ESR spectrum is again dominated

by a single line, but the presence of anisotropy causes a shift in the position of the
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resonance peak that varies with magnetic field [77, 95].

On the other hand, the picture gets more involved for ∆ = 0. A numerical calculation

performed by Maeda and Oshikawa [96] showed that the single magnon picture with a

δ–function line shape at ωsm = 2J ± h̃ holds only for h̃ ≥ h̃c and h̃ ≤ −h̃c. This

picture breaks down in the intermediate phase, where absorption takes place over a

finite frequency range with boundaries 2h̃ < ω < 4J .

From the discussion above it follows that the value of anisotropy considered here,

∆ = 1/2, lies approximately in the middle of the 0 ≤ ∆ ≤ 1 region, combining features

from both extreme cases. The argument of a single line is substantially correct and

adequately describes the ESR spectrum, while secondary peaks exist with negligible

intensity. These peaks will evolve into a band of resonance frequencies in the ∆ = 0

limit.

2.5 Discussion

As far as the general structure of the observed ESR spectrum is concerned, the theo-

retical predictions of the 3D model of Eq.(1.4.1) and the 1D model of Eq.(2.2.1) are

qualitatively similar and in reasonable quantitative agreement with experiment. But

a detailed investigation of the remaining discrepancies required a calculation of the

intensities of the various ESR modes, which is not feasible within the 3D model. Thus

most of our effort was devoted to a detailed numerical calculation of intensity within

the 1D model. The main results are the following:

While there have been numerous theoretical predictions for the occurrence of two-

magnon bound states in quantum spin systems, experimental observation has been

rather slow. Perhaps, the most interesting feature of the ESR spectrum in large-D

systems is the evidence it provides for the existence of the so-called single-ion two-

magnon bound states. The original theoretical suggestion was made some time ago [76]

and was thought to explain ESR data obtained on a large-D compound abbreviated as

NENC [97]. But a thorough experimental investigation was carried out more recently

in relation to DTN [42, 79].

Our present investigation [49] clearly suggests that the F and G lines are insepa-

rable partners in a doubly–peaked FG band which originates in transitions between

single magnons and single–ion two–magnon bound states. In fact, the G mode absorbs

most of the intensity and is thus far from extraneous. This mode is especially inter-

esting in relation to the fact that the corresponding resonance line ωG = gµBH+D is

an exact theoretical prediction both within the 3D model and the 1D model; see Eq

(2.2.18).

Our numerical calculation also sheds light on the structure of the magnetic exci-

tation spectrum in the intermediate phase h1 < h < h2 where analytical results are
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practically absent. As is evident in Fig. 2.2.6, a tail of line G with strong intensity

survives in the intermediate region even at low temperature where line G itself looses

its intensity for H > H2. Such a tail should thus be attributed to a high-frequency col-

lective excitation that appears in the intermediate phase as a shadow of the single-ion

two-magnon bound state, an issue that deserves further theoretical attention.

The current calculation does not support the occurrence of a low-frequency Y

structure suggested by Cox et al.[80], even though they also employ the 1D model of

Eq.(2.2.1) to calculate the susceptibility χ′′(ω). In fact, we find a V structure with

rapidly decreasing intensity near the center of the intermediate phase. Additionally,

the low–lying ESR spectrum of the effective S = 1/2 model is analyzed for fields in

the intermediate region in order to complete our work on the S = 1 model. A semi

analytical evaluation based on the Bethe ansatz also predicts that ESR lines form a

V –like structure in the low-lying intermediate phase with vanishing intensity at its

center.



Chapter 3

Thermodynamics

This chapter is devoted to the calculation of the thermodynamic quantities, such as

magnetization and the specific heat for both the S = 1 model of Eq.(2.2.1), using a

variety of numerical techniques, and the effective S = 1/2 model of Eq.(1.5.9). It is

important that this calculation be done for the original Hamiltonian directly in some

numerical ways in order to test the validity of the approximations used while performing

the mapping. For all quantities studied here, results for both the S = 1 and S = 1/2

model are presented and compared. The exactly solvable XXZ model is collated to

complete the theoretical description of the original S = 1 model. The results presented

in this chapter were originally published in [90].

3.0.1 S = 1 chain with strong anisotropy

The thermodynamics of the S = 1 chain with a strong easy plane anisotropy in the ab-

sence of magnetic field have been investigated in Ref. [78] through a systematic–strong

coupling expansion. Here we are interested in studying the thermodynamic quantities

at the whole field–region, with special emphasis at the critical behaviour of magneti-

zation and specific heat at the critical fields. For this reason an algorithm based on

the application of the renormalization group to transfer matrices (TMRG) is employed,

where the S = 1 quantum chain is mapped onto a two–dimensional classical system by

a Trotter–Suzuki decomposition of the partition function [98, 99]. The main advantage

of this method is that the thermodynamic limit can be performed exactly and results

can be obtained with satisfactory accuracy. Moreover, a second numerical calculation

is carried out on the basis of the finite–temperature Lanczos method (FTLM) [100].

Although the TMRG results of thermodynamic quantities are considered to be more ac-

curate, the FTLM applies also to the calculation of dynamic correlations such as those

presented in Chapter 4 for the discussion of thermal transport. More details on TMRG

and FTLM are discussed in Appendix B.

68
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Note that central role in our discussion plays the description of the critical one–

dimensional behaviour of the S = 1 model, hence we are neglecting couplings perpen-

dicular to the hard axis. Moreover, for reasons of convenience we are using the following

Hamiltonian:

H =
N∑

n=1

[
JSn · Sn+1 +D (Szn)2 +H Szn

]
, (3.0.1)

and the critical fields are defined as:

H1 = D − 2J +
J2

D
+
J3

D2
(3.0.2)

H2 = D + 4J . (3.0.3)

Throughout this thesis we adopt a certain choice of parameter D/J = 4 in our numer-

ical calculations in order to be consistent with earlier work on electron spin resonance

(ESR) theoretical analysis (see Chapter 2). Under this choice, the critical fields are

H1/J = 2.28 and H2/J = 8.

3.0.2 Effective S = 1/2 chain

The reduced effective S = 1/2 XXZ Heisenberg AFM chain in the presence of the

magnetic field is described by:

H̃ =
∑

n

[
2J
(
S̃xnS̃

x
n+1 + S̃ynS̃

y
n+1 + ∆S̃znS̃

z
n+1

)
+ H̃S̃zn

]
, (3.0.4)

where ∆ = 1/2 and H̃ = −J − D + H. Ferromagnetic order in the ground state is

established when the magnetic field exceeds the critical value H̃c = 2J(∆ + 1). For the

first critical field, model (3.0.4) predicts H1 = D − 2J , which coincides with Eq.(3.0.2)

only at first order in terms of J/D, whereas both models predict the same value for the

second critical field given by Eq.(3.0.3). This is an indication that the mapping should

be more accurate close to H2 rather than H1. For the choice of parameter D/J = 4,

model (3.0.4) predicts H1/J = 2 and H2/J = 8.

According to thermodynamic Bethe ansatz (TBA), a system of nonlinear integral

equations provides all the required information for the calculation of the free energy of

model (3.0.4) in the thermodynamic limit [101]. The number of these equations is deter-

mined by the value of parameter ∆. For ∆ = cos(π/n) there are n such equations with

fi(x) unknown functions, where i = 1, 2, . . . , n. The particular value of the anisotropy

parameter ∆ = 1/2 is especially convenient because n = 3; therefore the full set of
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equations is

ln[1 + f1(x)] = −2J

T
3
√

3 δ(x) ,

ln f2(x) = −2J

T
3
√

3 g(x) +

∞∫

−∞

dy g(x− y) ln
[
1 + 2f3(y) cosh(3H̃/2T ) + f3(y)2

]
,

ln f3(x) =

∞∫

−∞

dy g(x− y) ln [1 + f2(y)] ,

(3.0.5)

where g(x) = sech(πx/2)/4. The above equations are solved numerically by an iterative

process, where we generate a sequence of improving approximate solutions that converge

rapidly. Once function f2(x) is determined, the free energy is given from

F̃ =

∞∫

−∞

dx g(x) ln[1 + f2(x)] . (3.0.6)

The specific heat and magnetization are given by

C̃v = β2∂
2F̃

∂β2
, M̃ = − ∂F̃

∂H̃
, (3.0.7)

where β = 1/T is the inverse temperature. To avoid numerical differentiation, one can

derive similar nonlinear equations and directly calculate the derivatives.

3.1 Magnetization

In this section, we calculate the magnetization curve as a function of temperature and

applied magnetic field. In a gapped spin system in the presence of external magnetic

field, the Zeeman term is responsible for the closure of the gap and spontaneous mag-

netization is developed in the ground state. The behaviour of the magnetization curve

near a critical field Hcr is nontrivial and depends on the model and its dimensionality. In

most cases where second–order transitions occur, the magnetization M near Hcr behaves

like

M ∼ (H −Hcr)
1/δ . (3.1.1)

Models with the same critical exponent δ are said to belong to the same universality

class independently of the microscopic details of the system. In general, the universality

class of the model is hard to derive prior to a direct calculation of magnetization. For

the S = 1 Haldane chain, the critical exponent was found equal to δ = 2, a result based

on an equivalent continuum limit of quantum chains and a mapping of the effective
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Figure 3.1.1: The magnetic field dependence of magnetization M at fixed temperature
(a) T/J = 0.02 and (b) T/J = 0.2. The solid line corresponds to TMRG results
obtained for the S = 1 large–D chain and the dashed line corresponds to TBA results
obtained for the S = 1/2 XXZ chain. Vertical lines indicate the location of critical
fields H1/J = 2.28 and H2/J = 8. Satisfactory agreement between the two models is
achieved, particularly close to H2 where the two curves are indistinguishable.

low–energy Lagrangian to a Bose fluid with δ repulsion [102]. Nevertheless, a similar

low–energy quantum field theory is not available for the large–D S = 1 chain and hence

an independent calculation of the magnetization curve is needed. Among the models

that have the same critical exponent δ = 2 are the S = 1/2 ladders [103] and the S = 1/2

bond–alternating chain [104].

The zero temperature magnetization of the S = 1/2 XXZ model is based on a Bethe

ansatz solution of the Hamiltonian. More specifically, C. N. Yang and C. P. Yang [105]

studied the ground state energy as a function of ∆ and magnetization, and among the

various results, they proved that M̃ close to H̃c behaves as follows

M̃ =
1

2
− 1

π

√
H̃c − H̃ for H̃ < H̃c ,

M̃ = −1

2
+

1

π

√
H̃ − H̃c for H̃ > −H̃c . (3.1.2)

Note that the dependence of M̃ on the anisotropy constant ∆ enters only through the

critical field H̃c = 2J(1 + ∆) and thus does not affect the value of the critical exponent

δ = 2. However, finite temperature will cause a smoothing in the shape of the M̃(H̃)

curve close to H̃c.

In Fig. 3.1.1 we depict the magnetic field dependence of magnetization M for a S = 1

large–D chain, superimposed with the magnetization M̃ + 1/2 for the S = 1/2 XXZ

chain for (a) T/J = 0.02 and (b) T/J = 0.2. Among the facts that become apparent

are the following: (i) Temperature T/J = 0.02 is considered to be low enough that the

anticipated square–root behaviour is evident for both models. The critical exponent is

extracted and is found to be δ ' 2 close to H1, as well as close to H2. This foreseen

result renders model (1.5.1) in the same universality class as the Haldane or S = 1/2

XXZ chain. (ii) As mentioned already, we expect that the mapping close to H2 is more
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Figure 3.1.2: The temperature dependence of magnetization for (a) the S = 1 large–D
model and (b) the S = 1/2 XXZ model, for various fields. Dots indicate the position of
extrema that correspond to the Luttinger liquid crossover. Tc decreases toward T = 0
as H approaches H1 or H2.

accurate than close to H1. This expectation is verified by the magnetization curves close

to H2 which are indistinguishable.

Let us now focus on the temperature dependence of magnetization for a wide range

of fixed magnetic fields, as illustrated in Fig. 3.1.2. For H < H1, magnetization vanishes

exponentially toward T = 0; for H > H1, a minimum appears at low temperatures

that persists up to Hm = (H1 +H2)/2, whereas maxima occur at larger magnetic fields

for Hm < H < H2. A further increase of the magnetic field will reopen the gap,

and for H > H2 the M(T ) curve decreases with increasing temperature and vanishes

exponentially. In Fig. 3.1.2(a) we present the above–described behaviour of M and the

position of the extrema Tc is indicated by dots.

The presence of minima and maxima at low temperatures is not a surprising result,

since similar features were found for systems of S = 1/2 ladders [106–108, 110] and Hal-

dane chains [111], where this nontrivial behaviour was interpreted as a Luttinger liquid

(LL) crossover, with Tc corresponding to the temperature below which the description

of the system in terms of a LL is valid.

Here we examine this behaviour in terms of the S = 1/2 model, and in Fig. 3.1.2(b)

we have plotted the temperature dependence of magnetization for the same values of

magnetic field. For small values of temperature, magnetization behaves in a similar

way, with a minimum or maximum being present for every value of magnetic field. Any

deviations for higher temperature can be attributed to the missing component of the

doublet. At the value H/J = 5 (H̃ = 0) the extrema are expected to disappear and

M̃ = 0 for every temperature. The position of the extrema is symmetric around H/J =

5, reflecting the symmetry around H̃ = 0, where every minimum for H̃ < 0 corresponds

to a maximum under the substitution H̃ → −H̃. As expected, this symmetry holds for

the S = 1 model only in the D/J � 1 limit. This lack of symmetry is easily seen in
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Fig. 3.1.3, where we present the magnetic phase diagram for both models with symbols

marking the crossover into a low–temperature Luttinger liquid regime. Note that the

discontinuity close to Hm is an artifact of the way in which we identify the LL transition

[110].

The results presented in this section, namely, the low–temperature critical exponent

δ = 2 and the extrema of the M(T ) curve should be accessible to experimental verifi-

cation. Magnetization measurements on DTN [112, 113] revealed a linear dependence

of M(H) at low temperatures and M(T ) traces at fields close to H1 display a cusp–like

dip that was attributed to the onset of 3D XY AFM order rather than a LL crossover.

Exchange couplings perpendicular to the chain J⊥ play an important role in determining

the dimensionality of DTN close to the QPT at H1 and H2, where the gap closes and the

system behaves as three–dimensional. The power–law behaviour of the observed phase

boundary [61] H1(T ) − H1(0) ∝ Tα has been identified as α = 1.47 ± 0.10 consistent

with the 3D BEC universality class. We should emphasize that the phase diagram of

Fig. 3.1.3 does not correspond to a real phase transition, but to a crossover between

different regimes with an α ' 1 exponent, and should lie above the phase diagram of

BEC or XY AFM type.

3.2 Specific Heat

The magnetic field and temperature dependence of specific heat Cv is now investigated. A

well established result [114] is that the specific heat of the S = 1/2 XXZ model develops

a characteristic double peak as a function of an applied longitudinal magnetic field at

relatively low–T . This characteristic behaviour cannot be explained by noninteracting
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Figure 3.1.3: Magnetic phase diagram of the S = 1 chain with a strong easy–plane
anisotropy (full points) and of the S = 1/2 XXZ chain (open points). Symbols indicate
the crossover into a finite–temperature LL regime present for both models.
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magnons, where a single peak should be expected with its maximum at the position of

the critical field.

The numerical calculation of Cv for the S = 1 large–D chain reveals that the double

peak is indeed present for adequately low temperatures. This is presented in Fig. 3.2.1,

where Cv is plotted as a function of magnetic field at fixed temperature T/J = 0.1.

The position of the double peak is around critical fields H1 and H2. Note that the

curve is symmetric around Hm for the S = 1/2 XXZ chain due to the the spin–inversion

symmetry, whereas some asymmetry arises for the S = 1 large–D chain which is apparent

near the lower critical field H1.
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Figure 3.2.1: The magnetic field dependence of specific heat Cv at fixed temperature
T/J = 0.1. The solid line corresponds to TMRG results for the S = 1 large–D model
and the dashed line corresponds to TBA results of the S = 1/2 XXZ model.

The temperature dependence of specific heat is also studied at various magnetic

fields, and the main features are depicted in Fig. 3.2.2, calculated for the original S = 1

model using the TMRG algorithm. More specifically, for H < H1 specific heat decays

exponentially at low temperatures due to the presence of the gap. The curve has a

single peak which can be attributed to the thermal population of the Sz = ±1 doublet

excitations. An increase of H will cause a decrease of the Cv curve. As H → H1 the

gap is reduced and the line shape is changed, as we find linear dependence on H at

low–T . For H1 < H < H2 an additional peak is gradually developed, below which

the temperature dependence remains linear. This behaviour is is consistent with the

LL phase where specific heat scales like Cv/T ∝ T d−1 for excitations with relativistic

dispersion, where d is the dimension. Finally, for H > H2 the second peak vanishes and

the reopening of the gap will again cause Cv to decay exponentially at low T .

The characteristic behaviour of specific heat described in this section can be found in

other models as well, for example, S = 1/2 ladders. Measurements on systems of weakly

coupled ladders [110] revealed qualitatively the same Cv(T ) behaviour, where the first
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Figure 3.2.2: The temperature dependence of specific heat for various fields, calcu-
lated for the S = 1 model using TMRG.

peak in T was explained as a sign of deviations from the LL linear regime. Moreover, the

characteristic double peak of Cv as a function of magnetic field presented in Fig. 3.2.1

has been found experimentally [108, 109]. Note that the S = 1/2 ladder compounds are

considered to be good candidates to explore effects that occur in 1D quantum systems,

with the interladder coupling being 2 orders of magnitude smaller than the intraladder

couplings.

On the contrary, the specific heat data of DTN exhibit sharp peaks as a function of T

and H, suggesting that DTN can partially be described as a quasi–1D system, making

the inclusion of interchain couplings necessary in order to explain the experimental

data. The low–T dependence of specific heat data is T 3/2 at H1, in agreement with

the expected 3D BEC [113]. In addition, the Cv(H) data exhibit sharp asymmetric

peaks at the critical fields H1 and H2, an asymmetry that was explained in terms of

mass renormalization of the elementary excitations due to quantum fluctuations that

exist for H ≤ H1 and are absent for H ≥ H2 [115]. The free magnon picture at any

dimensionality is not sufficient to reproduce the double–peak shape. On the contrary, a

single, rather sharp peak is predicted with a maximum at the critical fields. In Fig. 3.2.1

we notice that the asymmetry in Cv is present for the 1D case as well, with the value of
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Cv at the double peak around H2 being larger than the one around H1. In terms of the

effective mapping that we are discussing here, perfect symmetry is only expected in the

D/J � 1 limit.

Finally, in Fig. 3.2.3 we compare the TMRG result with FTLM calculation on the

chain L = 16 with periodic boundary conditions at T/J = 0.5 in order to establish a reli-

able comparison between them. The two curves are in good agreement, especially in the

vicinity of the two critical fields, with some deviations in the center of the intermediate

phase that are due to finite–size effects of FTLM data.
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Figure 3.2.3: The magnetic field dependence of specific heat Cv at fixed temperature
T/J = 0.5 as calculated with TMRG (solid line) and FTLM (points) for the S = 1
model. Deviations are due to finite–size effects of FTLM data.
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3.3 Discussion

The temperature and magnetic field dependence of magnetization and specific heat

of the S = 1 model have been studied using a TMRG algorithm, which allows us to

obtain these quantities with satisfactory accuracy in the thermodynamic limit. The

thermodynamic Bethe ansatz is applied to derive the same quantities for the S = 1/2

model. The critical exponent that describes the behaviour of magnetization near the

critical fields at very low T is extracted from the numerical data of the S = 1 model

and found equal to δ = 2. This result renders the considered model in the same

universality class as a broad collection of various models of quantum magnetism.

Furthermore, the temperature dependence of magnetization for both models reveals

the existence of extrema at some temperature Tc, which is interpreted as the critical

temperature below which the description of the system in terms of Luttinger liquid is

valid. A magnetic phase diagram is constructed that represents the crossover into a

low–T Luttinger liquid regime.

The chapter of thermodynamics is completed with the investigation of specific

heat as a function of H and T . The Cv(H) curve exhibits a characteristic double peak

around critical fields H1,2 and the Cv(T ) curve reveals a linear dependence at low T ,

consistent with the LL phase.



Chapter 4

Thermal Transport

Transport properties of one–dimensional spin systems are currently the focus of active

research, fuelled by both theoretical and experimental developments. This rapidly pro-

gressing field has been motivated by the experimental evidence that magnetic excitations

can contribute significantly to the thermal conductivity of various quasi–one and two

dimensional materials [116–124]. Moreover, many intensive theoretical activities have

addressed the issue of heat transport in one-dimensional spin systems [125–146].

While the thermodynamic properties of low dimensional quantum magnets have been

intensively studied, the transport properties are more challenging for experimental and

theoretical physicists [6, 147–149]. From a theoretical perspective, the principle difficulty

lies in the fact that transport theory requires the computation of nontrivial correlation

functions [150]. Substantial progress has been made in the past years, but the under-

standing is still incomplete especially for systems involving many coupled degrees of

freedom such as spins, orbitals and phonons, and for the basic understanding of scatter-

ing mechanisms and their effects.

The only strongly correlated systems for which we have a complete solution of their

dynamics are the integrable ones. Most commonly, quantum systems are called in-

tegrable if an infinite set of local conserved quantities exist which are pairwise dif-

ferent. Exactly because of their integrability, these systems exhibit unconventional

ballistic (non-diffusive) thermal transport [6], and many studies have been devoted

to the question of whether integrability can stop a current from decaying completely

[126, 135, 137, 140, 141, 144, 145, 151]. This ideal ballistic transport of quantum inte-

grable models is the quantum analogue of transport by non decaying pulses (solitons)

on 1D classical nonlinear integrable systems [152]. On the contrary, the theoretical work

that has focused on transport properties of nonintegrable models revealed that, within

linear response theory, ballistic transport is not realized [7, 129, 154, 155].

The first quantum integrable system was discovered by H. Bethe in 1931 [2], who

proposed an exact treatment of the S = 1/2 one-dimensional chain. One of the best

78
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established results is the ballistic thermal transport in the integrable XXZ S = 1/2 chain

[126, 137, 153, 154]. The transport and thermodynamic properties of integrable models

can exactly be evaluated using the appropriate Bethe ansatz techniques. Among the

other analytical methods used is the memory function approach [165] that has provided

a complete picture of the temperature/frequency dependence and the form factor method

that has also provided an exact evaluation of the frequency dependent conductivity, but

it is limited to the calculation of zero temperature correlations.

The understanding of transport properties and the role of perturbations (phonons,

disorder, interchain coupling) is of great importance for the interpretation of transport

measurements [130, 155]. The large in magnitude heat conductivity of S = 1/2 chain

materials has attracted a lot of interest [120, 121], partly motivated by the prospect

of ideal ballistic conductivity predicted by theory. Large thermal conductivities were

also measured in ladder materials such as (Sr,Ca, La)14Cu24O41, where the magnetic

contribution to the total thermal conductivity exceeds the phonon part substantially

[116–118, 156, 157]. In both cases, the large reported thermal conductivities establish a

link between the thermal transport and magnetic excitations.

Here we concentrate on the conductivity of bulk clean systems where the scattering

mechanisms are due to intrinsic magnetic interactions; dissipation mechanisms such as

coupling to phonons or disorder are not taken into account. We also restrict to the

application of linear response theory to spin and thermal transport [150], where thermal

(spin) conductivity is given by the analogous Green-Kubo formula expression in terms of

the energy (spin) current-current dynamic correlation function. Within the framework

of linear response theory, the real part of the thermal κ (spin σ) conductivity is defined

as follows:

κ[σ](ω) = Dth[Ds] δ(ω) + κreg[σreg](ω) , (4.0.1)

where κreg(σreg) is assumed to be regular at ω = 0. Ballistic behaviour is signalled by

a finite Drude weight Dth,s, which is the zero–frequency singular contribution to the real

part of conductivity. Therefore, a finite Drude weight implies a divergent conductivity.

If the current operator JE is a conserved quantity [7], the currents do not decay and

the long time asymptotic of the energy current–current dynamic correlations is finite.

According to the definition (4.0.1), such a scenario implies a finite thermal Drude weight

at any temperature and thermal conductivity that diverges. It is well established that

the energy current operator JE of the S = 1/2 XXZ chain is a conserved quantity

[158, 159] and the thermal Drude weight Dth has been exactly evaluated using Bethe

ansatz techniques [126] for all values of the anisotropy ∆. It was realised that the

existence of finite thermal Drude weights at all temperatures is connected with the

integrability of a model and the fact that it is characterized by non–trivial conservation

laws [137]. The dependence of thermal conductivity on temperature and ∆ has been
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studied by means of Bethe Ansatz [126, 153] and exact diagonalization [127, 129, 154].

Concerning the spin transport the situation is more involved because in almost all

the cases the spin current does not commute with the Hamiltonian. Even in the case of

integrable systems, the spin-current operator is only conserved in the case of free fermions

(XY). Concerning the spin transport the situation is more involved because in almost

all the cases the spin current does not commute with the Hamiltonian. Nevertheless, it

was shown [135–137] using an inequality proposed by Mazur and Suzuki [160] that for

several quantum integrable systems Ds at high temperatures is bounded by the overlap

of the current operator with at least one conserved quantity Qn. Actually, only one

conserved quantity Q3 is usually considered to establish a finite Ds.

Unfortunately, for the Hamiltonian of the S = 1/2 model all Qn’s, including H and

Q3 = JE , are invariant under spin inversion, whereas Js is odd resulting 〈JsQn〉 = 0.

Only in the case of broken spin inversion symmetry, for example in the presence of a

finite magnetic field, the the condition 〈JsJE〉 6= 0 is satisfied. The existence of a finite

Ds at finite T has proven to be a delicate theoretical question for the zero magnetic field

case.

Not until recently was an improved Mazur bound obtained [161] using a different

approach based on deriving a whole family of almost conserved quasilocal conservation

laws for an open XXZ chain up to boundary terms. It turns out that the quasilocal

operator, with different symmetry properties than local Qn’s, has a finite overlap with

Js and provides a nonzero lower bound for the spin Drude weight. This important result

was later extended to the XXZ chain with periodic boundary conditions, where a family

of exactly conserved quasilocal operators was constructed [162, 163].

Integrable quantum systems show fundamentally different finite temperature trans-

port properties than the generic non-integrable ones. In the case of nonintegrable models,

both spin current and heat current are not conserved, except for the case of a dimerised

S = 1/2 XY chain [130]. The original conjecture by Zotos et al. [136, 164] stated that

the Drude weights are expected to vanish in nonintegrable models. It is relevant to note

that in order for the Drude weight to be finite, Mazur’s inequality requires the existence

of nontrivial conservation laws which have a finite overlap with the current operator in

the thermodynamic limit. Since this is not the case in nonintegrable systems, Drude

weights are zero and the relevant information is encoded in the frequency dependence

of the conductivities.

Not only analytical approaches, but also numerical simulations are intensely employed

for the study of finite temperature dynamic correlations. The exact diagonalization

(ED) technique provides exact answers over the full temperature/frequency range, but

only on finite size systems [166]. The finite scaling can provide useful hints on the

macroscopic behaviour, but usually it is difficult to establish a definite conclusion about

the thermodynamic limit. For example, any finite–size system shows a nonzero Drude
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weight that however scales to zero in the thermodynamic limit if the systems shows

normal transport. This implies that there are limitations on the information that can

be extracted on the long time behaviour of the conductivities. Moreover, the Quantum

Monte Carlo (QMC) technique [167] and the Density matrix renormalisation group

(DMRG) method [169] allow the study of larger systems and they provide directly

the dynamic correlations at finite temperatures but in imaginary time. By analytical

continuation, one is able to extract the dependence to real frequencies. This method is

not very reliable and cannot resolve singularities associated with the long-time behaviour.

In fact the application of QMC has led to the conclusion that the Drude weight is finite

for some nonintegrable systems [168].

In this chapter we address the calculation of dynamic correlation functions pertinent

to the study of thermal transport of the S = 1 large–D model of (3.0.1) and S = 1/2 XXZ

model of (3.0.4) in the presence of finite magnetic field. In the first part, the transport

theory is presented within the framework of linear response theory, and relevant issues

are discussed. Next, the thermal conductivity of the S = 1 model is presented, as it

is calculated using the FTLM method on a chain up to L = 16 sites. The frequency

dependence of the conductivity is explored for a wide range of magnetic fields and various

temperatures. In addition the S = 1/2 XXZ chain is considered, and the comparison

between the two models reveals that the magnetic field dependence of the Drude weight

of the effective model includes all characteristic features of the S = 1 low–ω behaviour.

For the S = 1/2 chain, attention is also given in the magnetic field dependence of the

spin Drude weight and the magnetothermal corrections to the thermal conductivity, a

term that originates from the coupling of the heat and spin currents in the presence of

magnetic field.

4.1 Transport Theory

Most the studies on transport properties of one dimensional quantum many body systems

over the last few years were within the linear response theory (Kubo formalism) [170].

Within this framework conductivities are given in terms of finite temperature T dynamic

correlations calculated at the thermodynamic equilibrium. We note that alternative

approaches exist, such as coupling the spin chain to heat baths [125, 171, 172].

Transport coefficients at finite magnetic fields: The spin current Js and heat cur-

rent operator JQ are defined from the continuity equation for the density of the conserved

local spin component Szn and local energy Hn correspondingly. The continuity equation:

∂Szn
∂t

+∇jSn = 0 , Sz =
∑

n

Szn , (4.1.1)
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gives the spin current JS =
∑

n j
S
n . Note that the discrete gradient of a local operator

is defined as ∇jSn = jSn−jSn−1, and the time derivative is replaced by Heisenberg equation

of motion ∂tS
z
n = −i[Szn,H]. In most cases the spin current does not commute with the

Hamiltonian. Similarly, the heat current JQ =
∑

n j
Q
n is obtained by:

∂Hn
∂t

+∇jQn = 0 , H =
∑

n

Hn , (4.1.2)

where Hn is the local energy density that includes the magnetic field term. In the

absence of magnetic field H = 0, a similar continuity equation can be defined for the

energy current JE =
∑

n j
E
n :

∂Hn|H=0

∂t
+∇jEn = 0 , H|H=0 =

∑

n

Hn|H=0 . (4.1.3)

It is easy to show that in the case of a magnetic field applied along the z direction,

the heat, energy and spin current are connected by the relation [150]:

JQ = JE +HJs . (4.1.4)

In the presence of magnetic field the heat current and the spin current couple since

spin–inversion symmetry is broken and hence 〈JQJS〉 6= 0 [137]. Within the linear

response theory, the heat current JQ and the spin current JS are related to the gradients

of magnetic field ∇H and temperature ∇T by the transport coefficients Cij [150] :

(
JQ
JS

)
=

(
CQQ CQS

CSQ CSS

)(
−∇T
∇H

)
, (4.1.5)

where CQQ = κQQ (CSS = σSS) is the heat (spin) conductivity. The coefficients Cij

correspond to the time–dependent current–current correlation functions:

Cij(ω) = lim
ε→0+

βr

L

∫ ∞

0
dte−i(ω−iε)t

∫ ∞

0
dτ〈JiJj(t+ iτ)〉 , {i, j} = {Q,S} , (4.1.6)

where r = 0 for j = S and r = 1 for j = Q. It is straightforward to see that due to

Onsager’s relation [150], CSQ = βCQS . The real part of Cij(ω) can be decomposed into

a δ function at ω = 0 and a regular part:

Re(Cij(ω)) = 2πDijδ(ω) + Creg
ij (ω) . (4.1.7)
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The spectral representation of the regular part Creg
ij (ω) expressed in terms of eigen-

states |n〉 and eigenenergies εn is:

Creg
ij (ω) =

πβr

L

1− e−βω
ω

∑

εn 6=εm

pn〈m|Ji|n〉 × 〈n|Jj |m〉δ(εn − εm − ω) , (4.1.8)

while the dissipationless component with the Drude weight is related to the degenerate

matrix elements:

Dij =
βr+1

2L

∑

εn=εm

pn〈m|Ji|n〉〈n|Jj |m〉 , (4.1.9)

where pn = exp(−βεn)/Z are corresponding Boltzmann weights and Z is the partition

function.

To relate the correlation function presented so far to experimentally accessible quan-

tities, we note that the spin conductivity σ, measured under the condition of ∇T = 0,

is equal to:

σ(ω) = CSS(ω) , (4.1.10)

and the thermal conductivity under the assumption of vanishing spin current JS = 0,

which is relevant to certain experimental setups, is redefined as follows:

κ(ω) = κQQ(ω)− β
C2
QS(ω)

CSS(ω)
, (4.1.11)

where the second term is usually called the magnetothermal correction. Such a term

originates from the coupling of the heat and spin currents in the presence of magnetic

field [133, 173, 174] and is absent when H = 0.

A quantity that has attracted attention is the prefactor DSS of the δ–function of

Eq.(4.1.7) for the real part of spin conductivity, named the spin Drude weight or spin

stiffness. As Kohn suggested in [175], it is a criterion of ideal conducting or insulating

behaviour at T = 0. For a clean system at T = 0, two possibilities exist with respect to

D0 = DSS(T = 0); a positive D0 > 0 characterizes a conductor (metal) and a vanishing

D0 = 0 characterizes an insulator [6]. A clean metallic system at T = 0 is characterized

by a δ–function Drude peak, but at finite temperatures it broadens to a Drude peak

of width inversely proportional to a characteristic scattering time τ , that is in general

temperature dependent. The scattering mechanisms can be intrinsic, due to interactions,

or extrinsic due to coupling to other excitations such as phonons or magnons. But it is

also possible that constraints on the scattering mechanisms limit the current decay, so

that the system remains an ideal conductor at finite temperatures, i.e. DSS(T > 0) > 0

[6]. For an insulating system D0 = 0, and in the conventional case DSS remains zero at

finite temperatures, while σdc = σreg(ω → 0) is finite. There is the possibility that DSS

becomes finite, turning a T = 0 insulator to an ideal conductor, or that both DSS and
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σdc remain zero at T > 0, a system that is called an ideal insulator [6].

On the analogy of the thermoelectric power (Seebeck coefficient) for electron systems,

the thermomagnetic power S for magnetic systems is defined as [176]:

S =
∇H
∇T =

CSQ
CSS

. (4.1.12)

Quantity S is usually called magnetic Seebeck coefficient, and is a crucial criterion

to clarify the types of carriers. When the sign of S is positive (negative) the spin and

heat are dominantly carried by the carriers with up–spin (down–spin) [176]. The off–

diagonal terms of (4.1.5) contribute to the determination of another important quantity

that determines the efficiency of thermomagnetic devices for cooling or power generation,

the thermomagnetic figure of merit ZT [176]:

ZT =
C2
QS

CQQCSS − C2
QS

. (4.1.13)

Conservation laws and Integrability: The effect of conservation laws on finite–

temperature transport properties in one–dimensional integrable quantum models was

studied in [137]. The authors showed that the energy current is related to the first non–

trivial conservation law in these systems, and therefore the thermal transport coefficients

are anomalous. More precisely, an inequality proposed by Mazur [160] was used in the

analysis of the real part of the conductivity σ:

Re(σ) = Re(CSS) = 2πDSSδ(ω) + σreg(ω) . (4.1.14)

The inequality for the spin Drude weight holds:

DM ≥
β

2L

∑

n

〈JSQn〉2
〈Q2

n〉
, (4.1.15)

where 〈 〉 denotes thermodynamic average, the sum is over the subset of conserved

quantities Qn orthogonal to each other, 〈QmQn〉 = δmn〈Q2
n〉 and it is assumed that the

regular part shows a nonsingular behaviour at low frequencies. In general it is difficult to

evaluate the right–hand side of inequality (4.1.15). For integrable models where at least

one conserved quantity Qn has nonzero overlap with the current operator 〈QnJS〉 6= 0,

Mazur’s inequality implies that the Drude weight is finite at finite temperatures. For

the case of S = 1/2 XXZ chain, only one conserved quantity is often considered, namely

Q3 = JE . Several authors have used this equation to infer a finite spin Drude weight for

the Heisenberg chain, assuming broken particle-hole symmetry or the presence of a finite

magnetic field. The Mazur’s inequality provides a useful bound for integrable systems
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that are known to possess nontrivial conservation laws because of their integrability, but

can not provide a complete picture of the Drude weight behavior.

For nonintegrable models, for which all non–trivial conservation laws are expected

to be broken, the right-hand side of Mazur’s inequality is expected to vanish. In these

cases the dc conductivity is finite and the system is said to exhibit diffusive transport.

Low energy effective field theories: Effective low energy models for interacting elec-

trons provide an alternative way to calculate the transport of quasi–one dimensional

quantum models [6]. For example, the effective low–energy theoretical model for 1D

interacting fermions is derived by linearising the band dispersion around the Fermi mo-

menta and by defining left and right movers. The model is mapped onto the well–known

Luttinger liquid Hamiltonian and can be analysed via the bosonization representation

[177, 178]. The Bosonization of the S = 1/2 XXZ Heisenberg chain leads [178] to the

quantum–Sine Gordon model, which is an integrable system and has extensively been

studied. The thermodynamic properties and excitation spectrum consisting of solitons–

antisolitons and breather states have been established by semi–classical and Bethe ansatz

techniques [179], while a rigorous evaluation of the Drude weight and frequency depen-

dence of the conductivity at finite T is missing [6].

The low–energy physics of the S = 1 Haldane chain and even–leg ladders is de-

scribed by the one dimensional quantum nonlinear sigma model. A semiclassical theory

applicable to gapped systems by Sachdev and collaborators, based on the idea that

the spin excitations can be mapped to an integrable model describing a classical gas of

impenetrable particles, predicts a normal diffusive behaviour [180]. In contrast to this

semiclassical approach, using the Bethe ansatz solution of the quantum nonlinear sigma

model [181], Fujimoto [182] found a finite Drude weight, exponentially activated with

temperature, and he thus concluded that the spin transport at finite T is ballistic. In

order to understand the origin of this discrepancy, one has to note that the low–energy

model crucially depends on the choice of which operators are kept and which ones can

be omitted when passing from the lattice to the continuum limit. Within the effective

field theory, a possible broadening of the δ–function peak at finite temperatures has to

be related to inelastic scattering; such a process is described by an umklapp term [183].

Rosch and Andrei [184] have shown that a certain class of umklapp operators leads to

the decay of all currents and hence render all conductivities finite. These umklapp terms

are irrelevant for static properties but they appear to be crucial for transport, because

they turn the diffusive transport to ballistic. Except for very special circumstances

which could happen in certain integrable models, one should expect a vanishing Drude

weight and hence a finite conductivity [185]. We should emphasise that the presence of

umklapp processes is quite involved and need to be further clarified.
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Scattering mechanisms: In order to arrive to a realistic theory of thermal transport

in quasi–1D magnetic materials both intrinsic as well as extrinsic scattering processes

are of relevance. This is supported by the phenomenological analysis of experimental

findings for spin ladder as well as spin chain materials. When the scattering mechanism

with external degrees of freedom is introduced, one may expect the infinite Drude peak

to be broadened and the transport coefficients may be replaced to:

Re(Cij) = 2π Dij δ(ω)→ Dijτ

1 + (ω τ)2
(4.1.16)

where the relaxation time τ depends on the particular scattering mechanism and is

in general temperature and magnetic field dependent.

4.2 Thermal Transport in the S = 1 large–D chain

Here we present results for the heat conductivity κQQ(ω) calculated for the S = 1 model

with FTLM on the chain up to L = 16 sites, and the results will be later compared

with exact findings obtained for the S = 1/2 model. According to continuity equation

(4.1.2), the heat current JQ for the S = 1 large–D Hamiltonian of Eq.(3.0.1) is equal

to:

JQ =
∑

n

[
J2Sn−1 ·

(
Sn × Sn+1

)
+ (2DSzn +H) jSn

]
, (4.2.1)

where jSn = J
(
SxnS

y
n+1 − SynSxn+1

)
is the local spin current. Since our numerical calcula-

tion is performed on a finite chain, it is expected that the κQQ(ω) is a sum of weighted

δ functions. Therefore in Fig. 4.2.1 we present the integrated conductivity

IQQ(ω) =
1

2π

ω∫

−ω

dω′ κQQ(ω′) , (4.2.2)

which is a much more reliable, monotonically increasing function, when numerically

dealing with finite–system results.

From Fig. 4.2.1 it becomes apparent that κQQ(ω) exhibits two, well separated regions:

the low–ω part and the high–ω part that is activated around ω/J & D. The spectral

representation of κQQ(ω) of Eq. (4.1.8) implies that nonzero matrix elements exist only

for states |n〉 and |m〉 which obey the ∆Sz = 0 and ∆k = 0 selection rules. At low enough

T , the high–frequency part of κreg
QQ(ω) should be dominated by transitions between

the ground state and the next in energy state with the same total magnetization. As

mentioned already, for H < H1, the ground state |Ω〉 carries zero azimuthal spin Sz =

0 and the elementary excitations are the degenerate Sz = 1 excitons and Sz = −1

antiexcitons with energy momentum dispersion ε(k) [54, 78] .The next in energy state
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Figure 4.2.1: Integrated conductivity IQQ(ω) for (a) T/J = 1 and (b) T/J = 10
as calculated for L = 16 sites and different fields H. Dashed vertical line represents
ω0/J = 2π/L ∼ 0.4.

that belongs to the total Sz = 0 subspace is constructed by an exciton with crystal

momentum k1 and an antiexciton with k2 and energy equal to ε(k1)+ε(k2); the exciton–

antiexciton continuum. Therefore, at low T , the simplest possibility is a transition

between the ground state and the exciton–antiexciton continuum at k = k1 + k2 = 0,

resulting contributions from a band of frequencies with boundary lines ωα,β, where

ωα,β = 2D ∓ 4J + 2J2/D ± J3/D2 . (4.2.3)

In Fig. 4.2.2 we plot the frequency dependence of κQQ(ω) at H = 2 and relatively

low temperature T/J = 1. As predicted, the high–frequency part of κreg
QQ(ω) is activated

at frequencies around ωα and terminates at ωβ, a result consistent with the preceding

analysis.

For H > H2 the ground state is fully polarized with no other state sharing the

same Sz subspace; therefore it is expected that contributions at high frequencies will

vanish. This is supported by our numerical results and is evident in Fig. 4.2.1(a), where
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Figure 4.2.2: Frequency dependence of κQQ(ω) at H = 2 and T/J = 1. Labels ωα,β
indicate the boundaries of the band with nonvanishing weight at low T .
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Figure 4.2.3: System size scaling of Drude weight DQQ at (a) T/J = 10 and (b)
T/J = 1, obtained for systems with L = 6, . . . , 16 sites with various magnetic fields
H/J = 2, 4, 8, 10.

for H ≥ H2 only the ω ∼ 0 contributions are present. In the intermediate phase for

H1 < H < H2, the elementary excitations are difficult to calculate and there can be

no analytical predictions such as lines ωα,β. From the numerical data presented in

Fig. 4.2.1(a), we conclude that for H1 < H < H2 the high–ω part of κreg
QQ(ω) is active

at a band roughly between lines ωα and ωβ with intensity that is gradually reduced as

H → H2.

Several conclusions can be drawn also for ω → 0 behaviour of κQQ(ω). To begin with,

in Fig. 4.2.1(b) an anticipated result for nonintegrable systems is illustrated, namely,

that Drude weight DQQ vanishes for high temperatures. On the other hand, at low

temperatures, DQQ remains finite at any value of H, as can be seen in Fig. 4.2.1(a).

Moreover, for H ≥ J the ω ∼ 0 contributions are dominant in the total sum rule

IQQ(ω =∞) and almost all weight is in Drude weight itself. Since the model (1.5.1) is

a nonintegrable, one would expect that DQQ is vanishing exponentially fast (at least for

T → ∞) with system size L, leading to diffusive transport in the thermodynamic limit

[186].

In order to clarify this, we present in Fig. 4.2.3 inverse system size 1/L scaling of the

DQQ for various values of T and H. For T � J the Drude weight is indeed vanishing

exponentially fast, consistent with diffusive transport. However, this is not the case for

low T , where the scaling of DQQ seems to weakly depend on system size. The choice of

H that determines whether the system is in the gapped or gapless phase does not seem

to affect this scaling. Yet, a finite value of DQQ in the thermodynamic limit is one of

the features of integrable systems [137], which is clearly not the case of the considered

model (3.0.1) [186]. One of the possible explanations of this phenomenon is that the

intrinsic diffusive processes at low T , that will result in a zero DQQ in the thermodynamic

limit, become effective beyond the reachable system size or the energy resolution of the

method presented here. As a result, it is expected that as one increases the system size,

the spectral weight from DQQ shifts to κreg
QQ(ω < ω0), with ω0/J ∼ 2π/L [187, 188].

The latter completely dominates the low–ω behaviour of κQQ(ω) in the thermodynamic
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limit (L → ∞). Therefore, to capture this finite–size effect, in the following we will

consider integrated conductivity IQQ(ω0) (frequency ω0 is depicted as vertical dashed

line in Fig. 4.2.1).

To gain insight into the origin of the slowly decaying Drude weight at low T , let us

consider thermal transport in the effective low–energy S = 1/2 Hamiltonian (3.0.4). The

heat current J̃Q is defined for this model in the same way, i.e., j̃Qi − j̃
Q
i−1 = −ı[H̃, H̃i−1]

with H̃ =
∑

i H̃i, leading to

J̃Q =
∑

n

[
4J2S̃n−1 ·

(
S̃n × S̃′n+1

)
+ H̃j̃Sn

]
, (4.2.4)

with S̃′n = (S̃xn, S̃
y
n,∆S̃zn). Other definitions and properties of the currents and conduc-

tivity remain the same with appropriate J̃α, α = Q,E, S and J̃ = 2J .

It is known that the S = 1/2 Heisenberg model is integrable, with heat current be-

ing one of the conserved quantities, [J̃Q, H̃] = 0, leading directly to its nondecaying

behaviour and within the linear response to infinite thermal conductivity. Also, the

integrability of the model (3.0.4) makes the calculation of D̃QQ feasible in the thermo-

dynamic limit. As a consequence of Eq.(4.1.4), one can decompose Drude weight in

terms of the energy and spin contribution

D̃QQ = D̃EE + 2βH̃D̃ES + βH̃2D̃SS , (4.2.5)

where Drude weights are defined in Eq.(4.1.9), with r = 1 for i = j = Q or i = j = E,

and r = 0 for i = j = S or i = E, j = S.

The D̃EE and D̃ES at finite temperatures have been calculated by Sakai and Klümper

[173] using a lattice path integral formulation, where a quantum transfer matrix (QTM)

in the imaginary time is introduced. Correlations and thermodynamic quantities can

be evaluated in terms of the largest eigenvalue of the QTM. The importance of this

method yields to the fact that all quantities are found by solving two nonlinear integral

equations at arbitrary magnetic fields, temperatures and anisotropy parameters. Here

we repeat the calculation using ∆ = 1/2.

On the other hand, spin Drude weight D̃SS at finite magnetic field is computed

based on a generalization of a method that was proposed by Zotos [141], where D̃SS

was calculated using the Bethe ansatz technique at zero magnetic field. The presence

of magnetic field will cause some changes to the TBA equations [101], but the overall

analysis is essentially the same. A more detailed study of the magnetic field dependence

of D̃SS for a general ∆ will be presented in the subsequent section.

In Fig. 4.2.4 we compare D̃QQ for the S = 1/2 model with the numerically obtained

integrated conductivity IQQ at ω0 for the S = 1 model on L = 16 sites. As is clearly

visible, the overall agreement is satisfactory. The magnetic field dependence of Drude



Chapter 4. Thermal Transport 90

0

0.2

0.4

0.6

0.8

0 2 4 6 8 10

Magnetic Field H/J

H1 H2

T/J = 0.5
T/J = 1
T/J = 2

IQQ(ω0)/J2

D̃QQ/J2

Figure 4.2.4: Comparison of S = 1 integrated conductivity IQQ(ω0) at ω0 = 2π/L

for L = 16 with exact S = 1/2 Drude weight D̃QQ calculated in the thermodynamic
limit for T = 0.5, 1 and 2 as a function of the magnetic field H.

weight D̃QQ includes all characteristic features of the S = 1 low–ω behaviour. From the

results obtained for the thermal transport, as in the case of magnetization and specific

heat, we observe that the mapping is much more accurate close to H2 than close to H1.

Also, due to spin–inversion symmetry, the S = 1/2 results are symmetric with respect

to H = 5 (H̃ = 0), where lack of such a symmetry for the S = 1 model is expected.

Nevertheless, it is a nontrivial question as to which extent integrability of the low–energy

effective S = 1/2 Hamiltonian influences transport properties of the full S = 1 model.

From Fig. 4.2.4 we notice, the thermal conductivity at T < J has a maximum located

at H ' Hm = (H1+H2)/2. However, this is not what is observed in the experiment. The

thermal conductivity measurements at low T of the DTN compound [115, 189] exhibit

sharp peaks in the vicinity of critical fields H1,2. Detailed analysis of spin contribution

to the total thermal conductivity is a nontrivial task due to the presence of phononic

contribution. Also, the DTN compound is a quasi–1D material with J⊥/J ' 0.18, and

for temperatures below TN < 1.2 K (T/J . 0.5) is in a 3D ordered state [41, 42, 61, 190]

with long–range correlations [190, 191].

4.3 Thermal Transport in the S = 1/2 XXZ chain

The main objective of this section is the study of the thermal transport for the S = 1/2

XXZ Heisenberg model in the presence of magnetic field and for values of the anisotropy

parameter in the range 1/2 < ∆ < 1. Before we turn our attention to the calculation of

relevant correlation functions, we briefly review some main aspects of the model. The

Hamiltonian for a chain of N sites with periodic boundary conditions SαN+1 = Sα1 is
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given by:

H =
N∑

n=1

(
J(SxnS

x
n+1 + SynS

y
n+1 + ∆ SznS

z
n+2) +H Szn

)
, (4.3.1)

where Sαi =
σαi
2 are the Pauli spin operators with components α = {x, y, z}. The

energy current JE is defined from the continuity equation (4.1.3), which yields:

JE = J2
∑

n

Syn−1S
z
nS

x
n+1 − Sxn−1S

z
nS

y
n+1 + ∆(Sxn−1S

y
nS

z
n+1 − Szn−1S

y
nS

x
n+1)

+ ∆(Szn−1S
x
nS

y
n+1 − Syn−1S

x
nS

z
n+1) (4.3.2)

while the spin current Js is given by Eq.(4.1.1):

Js = J
∑

n

(SxnS
y
n+1 − SynSxn+1) (4.3.3)

Based on definitions given earlier in Eqs.(4.1.4)–(4.1.11), spin conductivity is equal

to :

σ(ω) = CSS(ω) ,

Re(CSS) = πDs + CregSS (ω) ,

Ds = β〈JsJs〉 . (4.3.4)

Similarly, the thermal conductivity can be expressed as follows:

κ(ω) = CQQ − β
C2
Qs

CSS
, (4.3.5)

where the real part is:

Re(κ) = πKth + κreg(ω) ,

Re(CQQ) = πDQQ + CregQQ(ω) ,

Re(CQs) = πDQs + CregQs (ω) . (4.3.6)

Note that in any case the regular parts Creg are given by Eq.(4.1.8). Following the

definition of the Drude weights given in Eq.(4.1.9), we derive that:

DQQ = β2〈JQJQ〉 ,
DQs = β〈JQJs〉 . (4.3.7)
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Finally, combining equations (4.3.6) and (4.3.7) we obtain the following expression

for the thermal Drude weight Kth:

Kth = DQQ − β
D2
Qs

Ds
= β2(〈JQJQ〉 −

〈JQJs〉2
〈JsJs〉

) , (4.3.8)

where the first termDQQ = β2〈JQJQ〉 corresponds to the heat conductivity, while the

second term is the magnetothermal corrections MTC = β2 〈JQJs〉2
〈JsJs〉 , that originates from

the coupling of the heat and spin currents in the presence of magnetic field. At H = 0

there is no magnetothermal effect [133, 137] due to electron–hole symmetry; because of

the isotropic conditions, there is no preferred direction along which a magnetization could

occur. Since the heat and energy current are connected by the relation JQ = JE−HJs,
the thermal Drude weight can be expressed in the equivalent form:

Kth = DEE − β
D2
Es

Ds
= β2(〈JEJE〉 −

〈JEJs〉2
〈JsJs〉

) . (4.3.9)

Note that often in the literature [173, 174], the magnetothermal correction term is

considered to be the second term of Eq.(4.3.9) and transport is studied as the combina-

tion of two competing terms, DEE and 〈JEJs〉
2

〈JsJs〉 .

This section is organized as follows: In the first part we present a detailed calculation

of the spin conductivity, focusing at the spin Drude weight Ds, at arbitrary tempera-

ture and magnetic field, while the anisotropy parameter ranges between 1/2 < ∆ < 1.

Next we address the calculation of the thermal conductivity with special emphasis on

the competition of the two terms that contribute to Kth, i.e DQQ and MTC. We also

discuss a possible application of our results in the interpretation of experiments on the

thermal transport in the S = 1/2 isotropic chain compound Cu(C4H4N2)(NO3)2. Fi-

nally, two quantities relevant to the magnetothermal effect in spin systems are provided,

the magnetic Seebeck coefficient S and the figure of merit ZT .

4.3.1 Spin Conductivity

The spin Drude weight of the S = 1/2 XXZ Heisenberg model has been extensively

studied by numerical and analytical techniques and a lot is known about its temperature

and magnetic field dependence. Nevertheless the issue of diffusive or ballistic behaviour

in the absence of magnetic field has proven to be a very delicate theoretical question,

and a lot of effort has been put over the years to provide an adequate description of the

behaviour of the spin conductivity.
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Because of its integrability, model (4.3.1) is characterized by nontrivial conservation

laws. Mazur’s inequality (4.1.15), evaluated in terms of model (4.3.1) is [6]:

DM (T ) ≥ β∆2m2(1/4−m2)

1 + 8∆2(1/4 +m2)
, (4.3.10)

where m is equal to the magnetization density. Quantity DM provides a lower bound

of Ds in the high temperature limit; if DM > 0 then Ds is finite and the spin transport

is ballistic. Note that Mazur’s inequality provides a useful bound but can not provide

a complete picture of the Drude weight behaviour. This can be shown by considering

two special cases where the right hand side of Eq.(4.3.10) vanishes. For the special case

of ∆ = 0, Hamiltonian (4.3.1) reduces to the XY model, where the spin current Js

commutes with H and Ds is finite. Also, for the m = 0 case, Bethe ansatz calculations

[141, 151] and numerical simulations [129, 136, 140, 144, 154] have shown that Ds is

finite for ∆ < 1.

A very convenient method for the calculation of the spin Drude weight at zero temper-

ature is the one proposed by Kohn [175], where Ds(T = 0) is expressed as the sensitivity

of the ground state energy ε0 to an applied flux φ = eA:

Ds(T = 0) =
1

2L

∂2ε0
∂2φ
|φ→0 . (4.3.11)

The generalization of Eq.(4.3.11) at finite temperatures is [164]:

Ds =
1

2L

∑

n

pn
∂2εn
∂2φ
|φ→0 , (4.3.12)

where pn are the Boltzmann weights. Expression (4.3.12) is extremely useful, as it

allows for the calculation of the Drude weight just from the eigenvalues of the Hamilto-

nian.

For the gapped ∆ > 1 regime, numerical [136] and analytical [192] studies indicate

that the spin Drude weight vanishes at all temperatures. Numerical results for the

gapped phase can also be found in Refs.[129, 154, 195].

For |∆| < 1, the spin Drude weight at T = 0 and H = 0 has been calculated from

Kohn’s formula (4.3.12) using the Bethe ansatz method [193, 194]:

Ds(T = 0) =
πsin(π/ν)

8πν (π − π
ν )
, (4.3.13)

where the anisotropy parameter has been parametrized as ∆ = cos(π/ν). In the

special case of ∆ = 0, the spin current Js is a constant of motion, such that [H,Js] = 0.

For the calculation of the correlation functions, it is convenient to transform the system

to the spinless fermion system by performing the Jordan–Wigner transformation on the
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XY chain. This results an exact evaluation of the spin and thermal Drude weight at

arbitrary temperature and magnetic field. A detailed analysis of the thermal Drude

weight and the magnetic Seebeck coefficient can be found in Ref. [176].

For 0 < ∆ < 1 and at finite temperatures, the Bethe ansatz calculation depends on

the approximations made in the treatment of the excited states. The one suggested by

Zotos [141] follows a method proposed by Fujimoto and Kawakami [196] based on the

calculation on finite size corrections of the energy eigenvalues obtained by the Bethe

ansatz method [197]. This construction is based on the string assumption for the excita-

tions and it is significantly complex for arbitrary ∆. The requirement that ν is integer,

so that only a finite number of strings is allowed, provides a certain simplification in the

analysis. The main results of this calculations are:

(a) In the AFM regime (0 < ∆ < 1), Ds(T ) is nonzero, with power–law behaviour at

low temperatures as D(T ) = D(T = 0)− const.Tα, where α = 2/(ν − 1).

(b) In the FM regime (−1 < ∆ < 0), Ds(T ) decreases quadratically with temperature.

(c) At the isotropic AFM point ∆ = 1 Ds(T ) vanishes at all temperatures.

(d) In the high temperature limit β → 0, spin Drude weight behaves likeDs(T ) = βC(∆)

[151], that also holds for finite magnetic fields H, where C(∆) equals:

C(∆) = J2
π
ν − 1

2sin(2πν )

16πν
, (4.3.14)

An alternative Bethe ansatz calculation was presented by Benz et al. [151], based

on the spinon and antispinon particle basis, that predicted a different temperature de-

pendence of the Drude weight. In particular, for values of anisotropy near the isotropic

point and for sufficiently low temperatures, Ds(T ) increases with temperature, and after

reaching a maximum, it decreases. Moreover, the values of Ds(T ) at the isotropic point

∆ are non–zero for any T . These contradictory results rendered the application of the

Bethe ansatz method to the calculation of spin Drude weight, an unresolved issue.

Not until recently was an improved Mazur bound obtained [198] using a different ap-

proach based on deriving a whole family of quasilocal conservation laws. This nontrivial

improvement of the Drude weight bound remarkably agrees with one of the debatable

Bethe ansatz results; the one proposed by Zotos [141]. In light of this advancement,

we generalize the calculation of [141] for finite magnetic fields. A detailed analysis of

the calculation and relevant expressions for the Drude weight can be found in Appendix

B.2. The computation relies on a numerical calculation of coupled integral equations,

whose number depends on the value of parameter ν; there are 3 such equations for

∆ = cos(π/3), 4 equations for ∆ = cos(π/4) and so on. Therefore, the isotropic Heisen-

berg point ∆ = 1 is unreachable, because one would need to solve an infinite number of

coupled equations.
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Figure 4.3.1: Magnetic field dependence of the spin Drude weight Ds(H) for four
values of the anisotropy parameter ∆ = cos(π/3), cos(π/4), cos(π/6) and cos(π/10).
Solid lines correspond to results obtained from bosonization and dashed lines from
Bethe ansatz.

At finite magnetic field and zero temperature, the calculation of the magnetic field

dependence of the spin Drude weight is feasible by considering the low–energy effective

Hamitonian of the XXZ mode using abelian bosonization. Within the Luttinger Liquid

description, the spin Drude weight is expressed as [194]

Ds = u(∆, H)K(∆, H)/π , (4.3.15)

where the Fermi velocity u(∆, H) and the so-called Luttinger parameter K(∆, H)

depend on both the magnetic field H and anisotropy parameter ∆. For zero magnetic

field they can be found in closed form:

K(∆) =
π

2(π − π
ν )
, u(∆) =

π sin(π/ν)

2π/ν
. (4.3.16)

At finite magnetic field, both parameters can be computed exactly from the Bethe

ansatz solution [199, 200]. The corresponding Bethe Ansatz equations for the evaluation

of the Fermi velocity and the Luttinger parameter can be found in Appendix B.4.

In Fig. 4.3.1 the magnetic field dependence of the spin Drude weight at zero tem-

perature is presented, calculated using the Luttinger Liquid description and the Bethe

ansatz technique. The lines are indistinguishable providing a reliable test about the

validity of the Bethe ansatz calculation at low T . We also observe that Ds(H) abruptly

terminates at H = Hcr = J(1 + cos(π/ν)), above which the system enters at its massive

phase and Ds vanishes at all H.
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Figure 4.3.2: Magnetic field dependence of spin Drude weight at (a) T/J = 0.5 and
(b) T/J = 1 and various values of the anisotropy parameter ∆. The Ds(H) curve seems
to converge to a limiting behaviour for ∆ & cos(π/9) and practically remains the same
upon increase of ∆ for H/J & 0.5.

We now turn our attention to the magnetic field dependence of Ds at finite tem-

perature. In Fig. 4.3.2 we depict Ds as a function of magnetic field H for two values

of temperature T/J = 0.5, 1 and various values of the anisotropy ∆. Among the facts

that become apparent are the following: (i) At small magnetic fields spin Drude weight

goes like Ds ' AH2, a behaviour that is significantly different from the one at T = 0.

(ii) Upon increase of the magnetic field, Ds increases until it reaches a maximum at a

field HM and then it exponentially goes to zero. In the vicinity of Hcr, Ds is a smooth

function of H that is in direct contrast with the T = 0 result. (iii) Upon increase of ∆,

starting from ∆ = 1/2 and approaching the isotropic point ∆ = 1, spin Drude weight

seems to converge to a limiting behaviour that remains unaffected as one further in-

creases the values of ∆. Already at ∆ = cos(π/9) and for magnetic fields H/J & 0.5,

Ds has approached its limiting behaviour. This is not true for small magnetic fields

H/J . 0.5, where such a convergence should not be expected. The Ds(H = 0) value

strongly depends on ∆ and goes to zero as ∆→ 1.
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Figure 4.3.3: Temperature dependence of spin Drude weight at (a) H/J = 0.5 where
the system is at its gapless phase and (b)H/J = Hcr where the system enters the
gapped regime, and various values of the anisotropy ∆.
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The temperature dependence of the spin Drude weight is also studied for three typical

magnetic fields and ∆ and the main features are depicted in Figs. 4.3.3 and 4.3.4. At

H < Hcr the system is at its gapless phase, and Ds is finite at small temperatures and

decreases like:

Ds(T ) ' Ds(0)−Ae−H/TT γ(H,T ) , (4.3.17)

provided that A is constant and the exponent γ depends on both the T and H.

At elevated temperatures, the Ds(T ) curve vanishes exponentially. This is evident in

Fig. 4.3.3(a) where we plot Ds(T ) for H/J = 0.5 for four values of the anisotropy ∆. The

low T behaviour is in contrast with the H = 0 results given in [141], where a power–law

behaviour at low T was observed.

At H = Hcr the system enters its gapped regime and Ds vanishes at T = 0. Nev-

ertheless, Ds becomes finite upon a small increase of temperature, exhibiting a
√
T

critical behaviour at low T . The curve increases with T until it reaches a maximum

and then drops exponentially. This behaviour is summarized in Fig. 4.3.3(b). Addition-

ally, in Fig. 4.3.4(a) we plot Ds(T ) for H/J = 3 and we notice that at low T Drude

weight is zero, it is exponentially activated upon increase of T and vanishes after tak-

ing a maximum. From Figs. 4.3.3 and 4.3.4(a) it is evident that as we increase the

value of anisotropy ∆, the Ds(T ) curve approaches a limiting behaviour that is acquired

approximately for ∆ = cos(π/8).

Finally, the main results of the Ds(T ) behaviour are summarized in Fig. 4.3.4(b),

where the temperature dependence of spin Drude weight is depicted for ∆ = cos(π/3)

and various magnetic fields. Also note that in the high temperature limit, spin Drude

weight behaves like Ds(T ) = βC(∆), where C(∆) is magnetic field independent and is

given by Eq.(4.3.14).
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Figure 4.3.4: Temperature dependence of spin Drude weight at (a) H/J = 3 and var-
ious values of ∆ (b) ∆ = cos(π/3) and various magnetic fields. In the high temperature
limit, spin Drude weight behaves like Ds(T ) = βC(∆), where C(∆) does not depend
on H.
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Figure 4.3.5: Coloured surface represents Ds(H,T ) calculated for ∆ = cos(π/3) as
a function of temperature T/J and magnetic field H/J . Vertical line indicates the
position of the critical field Hcr = 1.5.

Before proceeding with the analysis of the thermal Drude weight, we present one more

figure that illustrates the main features of the temperature as well as the magnetic

field dependence of Ds. In Fig. 4.3.5 the coloured surface represents Ds(H,T ) for ∆ =

cos(π/3) and by simple inspection several conclusions can be drawn. To begin with, we

observe that Ds acquires its higher values in the gapless phase for 0 < H < Hcr. In the

gapped phase for H > Hcr, although Ds is finite, its values in this region are too low

to make a distinct contribution. We also notice that at T ' 0, D(H) vanishes abruptly

at H ' Hcr, while upon a small increase of T , the exponential decay of the curve is

established. Finally, as far as the temperature dependence is concerned, we notice that

spin Drude weight becomes larger at low temperatures, while at T/J ≈ 1, Ds has lost

almost 2/3 of its weight.
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4.3.2 Thermal Conductivity

Two main quantities play central role in the study of thermal conductivity in the S = 1/2

XXZ chain; the heat Drude weight DQQ and the thermal Drude weight Kth. From

Eq.(4.3.8) it becomes apparent that the full term Kth is the result of a combination

of two competing terms, the DQQ Drude weight and the magnetothermal corrections

MTC = β2 〈JQJs〉2
〈JsJs〉 . It is interesting to explore the behaviour of all three terms as a

function of temperature and magnetic field, and to examine the regions of H and T at

which the MTC terms becomes important.

We remind the reader that one can decompose the heat Drude weight DQQ in terms

of the energy and spin contribution, which yields:

DQQ = DEE + 2βHDEs + βH2Ds . (4.3.18)

Similarly the MTC term, and consequently the Kth term, can be decomposed in

terms of DEE , DEs and Ds. The DEE and DEs at finite temperatures have been

calculated by Sakai and Klümper [173] using a lattice path integral formulation, where

a quantum transfer matrix (QTM) in the imaginary time is introduced. This method

produces all relevant correlations by solving two nonlinear integral equations at arbitrary

magnetic fields and temperatures. The parametrization ∆ = cos(π/ν) with ν integer is

not required, and all anisotropy parameters are accessible, including the isotropic point.

Details for the QTM method and the corresponding nonlinear integral equations are

included in Appendix A.

The thermal transport of the XXZ chain in finite magnetic fields has been studied

using exact diagonalization for finite chains of length up to N = 20 sites and mean–field

theory for various exchange anisotropies [174]. The results presented here are based on

the Bethe ansatz method that makes the calculation of Drude weights feasible in the

thermodynamic limit. This is among the reasons that render Bethe ansatz technique a

perfect tool for understanding complex phenomena such as thermal transport, leaving

aside finite–size effects. Nevertheless, finite scaling can provide useful hints on the

macroscopic behaviour and we expect that the Bethe ansatz reluts will agree, at least

qualitatively, with the ED results on finite chains.

Let us begin by considering the magnetic field dependence of the various quantities.

In Fig. 4.3.6 we depict the heat Drude weight DQQ as a function of H for various values

of ∆, ranging from ∆ = 1/2 up to ∆ = 0.94, and two values of temperature T/J = 0.5, 1.

An important fact of Fig. 4.3.6 is that DQQ(H) exhibits a pronounced nonmonotonic

behaviour as a function of H. At small magnetic fields it decreases quadratically and

then it rises again creating a peak before it vanishes at large magnetic fields. If one

increases temperature, the overall curve is decreased and the position of the peak is

shifted to higher magnetic fields. Another feature suggested by Fig. 4.3.6 is that as the
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Figure 4.3.6: Magnetic field dependence of heat Drude weight at (a) T/J = 0.5 and
(b) T/J = 1 and various values of the anisotropy parameter ∆. The DQQ(H) curve
seems to converge to a limiting behaviour for ∆ & cos(π/9) and practically remains the
same upon increase of ∆ for H/J & 0.25. The DQQ(H) curve exhibits a pronounced
nonmonotonic behaviour as a function of H.

anisotropy parameter approaches the isotropic point ∆ = 1, the DQQ(H) curve in the

field region H/J & 0.25 approaches a limiting behaviour and seems to be insensitive to

changes in the parameter ∆ .

We now consider the behaviour of the MTC term as a function of H as illustrated

in Fig. 4.3.7 for various values of ∆ and two values of temperature T/J = 0.5, 1. As

expected, the MTC term is exactly zero at H = 0, but becomes finite at finite H, where

it developes two peaks. The first peak is located at small magnetic fields while the

second and more dominant peak is centered close to the critical field at low–T . Upon

increase of T , the peaks are shifted at higher magnetic fields. Fig. 4.3.7 implies that

the MTC term becomes significant for a wide range of magnetic fields and temperature,

and it should be taken into account for a complete description of thermal transport.

The resulting behaviour of the total thermal Drude weight Kth, as a sum of two
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Figure 4.3.7: Magnetic field dependence of MTC term at (a) T/J = 0.5 and (b)
T/J = 1 and various values of the anisotropy parameter ∆. The MTC term is zero at
H = 0, but becomes finite at finite H, where it develops two peaks. The first peak is
located at small magnetic fields while the second and more dominant peak is centered
close to the critical field at low–T .
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Figure 4.3.8: Magnetic field dependence of thermal Drude weigh at (a) T/J = 0.5
and (b) T/J = 1 and various values of the anisotropy parameter ∆. The Kth(H) is
a smooth function of H and in the field region H/J & 0.25 seems to converge to a
limiting behaviour for ∆ & cos(π/8) and practically remains the same upon increase of
∆.

competing terms, is summarised in Fig. 4.3.8, where it is plotted as a function of H for

two values of temperature T/J = 0.5, 1. Fig. 4.3.8 allows for two major observations:

(i) thermal Drude weight turns out to be a smooth function of magnetic field with no

peaks observed as a function of H. The inclusion of the MTC term results in an overall

suppression of Kth and the cancellation of the nonmonotonic peaked behaviour of DQQ.

This finding is confirmed by a numerical study of the thermal transport in the S = 1/2

XXZ chain in the presence of a magnetic field [174] based on exact diagonalization of

a finite chain. (ii) As in the case of DQQ(H), thermal Drude weight Kth(H) is also

approaching a limiting behaviour in the H/J & 0.25 region as ∆→ 1.

To give a quantitative picture of the difference between thermal and heat Drude

weight, in Fig. 4.3.9 we present the field dependence of Kth, DQQ and the MTC term for

three different temperatures at ∆ = cos(π/8). The overall picture suggested by Fig. 4.3.9

is the following: at low temperature T/J = 0.1 the MTC term is finite but small to

cause significant deviations so that the total Kth is suppressed but in general follows

the nonmonotonic behaviour of DQQ. As the temperature is increased at T/J = 0.3 the

MTC and DQQ term develop a peak located exactly at the same field; the subtraction

of these two terms results a Kth that is a smooth function of H. This behaviour also

holds for higher values of T . In addition, in the high–field region H � Hcr the MTC

and DQQ term become equal, leading to a vanishing Kth.

We would also like to explore the temperature dependence of the thermal and heat

Drude weight. From Fig. 4.3.10 it becomes apparent that at the low–field region, DQQ(T )

and Kth(T ) exhibit approximately the same behaviour at almost every temperature,

while at larger fields the MTC term becomes stronger causing a suppression of Kth.

As H is further increased, the MTC term grows approaching DQQ almost at all tem-

peratures. Note that in Fig. 4.3.10 we have plotted the various quantities scaled with
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Figure 4.3.9: Magnetic field dependence of thermal Drude Kth, heat Drude weight
DQQ and the MTC term scaled with temperature T 2 at ∆ = cos(π/8) and (a) T/J =
0.1, (b) T/J = 0.3 and (c) T/J = 0.5. We observe that as T increases, the MTC and
DQQ term develop a peak located at the same field, so that the combination of these
two terms results a Kth curve that is a smooth function of H.

temperature T 2 to avoid numerical singularities at T = 0.

To remedy this situation, we extract the leading contributions at low temperature

T � 1 of all quantities scaled with T 2, that are nonsingular functions of T . We are

mostly interested in the temperature dependence of DQQ and Kth in the massless 0 <

H < Hcr region; in the gapped region H > Hcr we expect an exponentially suppression

of both quantities at low–T . The outcome of this calculation is that both DQQ/β
2

and Kth/β
2 scale as T 3, so that heat and thermal Drude weight are characterized by

a linear behaviour. The low–temperature asymptotics of correlation functions 〈JEJE〉
and 〈JEJs〉 for T � 1 and T � H is given by [173]:

〈JEJE〉 = H2Ds(0) T +B1(H,∆) T 3

〈JEJs〉 = −HDs(0) T +B2(H,∆) T 3 (4.3.19)

where B1 and B2 can be found by solving a set of two nonlinear integral equations

within the framework of QTM [173]. Combining Eqs.(4.3.17), (4.3.19) with (4.3.18) we

obtain DQQ for T � 1 and T � H:

DQQ ' (B1 + 2B2)T . (4.3.20)

It is easy to derive that the thermal Drude weight Kth also approaches T = 0 with

a linear form. We should emphasize that this result agrees with the expected low tem-

perature asymptotics of the thermal Drude weight, given by [127, 173]:

Kth =
π

3
u(∆, H)T , (4.3.21)
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where u(∆, H) is the Fermi velocity. The validity of Eq.(4.3.21) is verified at H = 0

[126] and for the XY model. Additionally, mean field approximation of the Hartree–Fock

type confirm that the low–temperature dependence of Kth is linear in T [174].
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Figure 4.3.10: Temperature dependence of thermal Drude Kth, heat Drude weight
DQQ and the MTC term scaled with temperature T 2 at ∆ = cos(π/6) and (a) H/J =
0.5, (b) H/J = Hcr and (c) H/J = 3.

The main features of the temperature and magnetic field dependence of heat and

thermal Drude weights are depicted in Fig. 4.3.11 and Fig. 4.3.12 respectively, where

the coloured surface represents DQQ(H,T ) and Kth(H,T ) for ∆ = cos(π/3). The most

important fact of Fig. 4.3.11 is that DQQ presents an involved structure as a function

of both T and H. At low temperatures, most of the weight is concentrated at the low–

field region, while upon increase of temperature a peak appears, that is located at the

critical field Hcr at low enough T . The peak is further enhanced and shifted to higher

magnetic fields in the high–T region. On the contrary, the thermal Drude weight is a

smooth function of H and T , and no feature is observed in the vicinity of Hcr. This

is a consequence of the inclusion of the magnetothermal correction term MTC, that

causes an overall suppression of Kth and the cancellation of the nonmonotonic peaked

behaviour of DQQ.
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Figure 4.3.11: Coloured surface represents DQQ(H,T ) calculated for ∆ = cos(π/3)
as a function of temperature T/J and magnetic field H/J . Vertical line indicates the
position of the critical field Hcr = 1.5.

Figure 4.3.12: Coloured surface represents Kth(H,T ) calculated for ∆ = cos(π/3)
as a function of temperature T/J and magnetic field H/J . Vertical line indicates the
position of the critical field Hcr = 1.5.
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Connection with the experiment: A connection between the transport proper-

ties calculated in this section and the experimental measurements of thermal conductiv-

ity should be possible. The measured thermal conductivity however includes contribu-

tions from all itinerant particles or quasi–particles, such as spin excitations, phonons and

charge carriers. Even in the case of insulators, where the thermal conductivity carried

by electronic quasi–particles is small or zero, the phonon contribution κph is significant

and has to be accurately estimated and subtracted from the total measured thermal

conductivity κ.

Since in spin chain materials the exchange interaction along the chain is much stronger

than perpendicular to it, the magnetic thermal conductivity κmag is expected to be

negligible when κ is measured perpendicular to the chain. In this case the phonon

thermal conductivity is found [148], i.e. κ⊥(T ) = κph(T ), and in most of the materials

studied exhibits a peak at low temperatures which is followed by a continuous decrease

as T rises [148]. The situation is different when κ is measured parallel to the chain,

where on top of the phonon contribution a distinct additional feature is observed at

higher temperatures [149]. This anisotropy in the temperature dependence of κ⊥ and

κ‖ is attributed to large magnetic contributions to κ‖. As it is argued in [148, 149]

the phononic contribution κph can be subtracted from κ‖ only when κ⊥ is a smooth

and featureless function of T and the strong features of κmag appear at a much higher

T–scale than the low–T phonon peak.

Additionally, when thermal conductivity is measured as a function of magnetic field

no significant changes have been observed in κ⊥ as H varies, while the κ‖ is strongly

influenced by H [201]. Therefore, the thermal conductivity perpendicular to the chain

has phononic origin, κ⊥ = κph and along the chain is equal to κ‖ = κmag + κph. In the

magnetic part κmag one should take into account three terms [201]:

κmag = κs + κs−ph + ∆κph , (4.3.22)

where the the first term κs corresponds to the spin contribution, the second term

κs−ph describes the drag of spin heat currents by phononic heat currents and the last

term ∆κph accounts for the decrease of the phononic thermal conductivity due to spin–

phonon scattering. Scattering to magnetic defects of the crystal is another source for

the reduction of the κmag and should be taken into account.

When the magnetic thermal conductivity is extracted from the total measured con-

ductivity, the analysis of the experimental data usually relies on the quasi–particle ap-

proach employing Boltzmann’s kinetic transport theory. The T–dependence of κ is given

by [149]:

κ =
∑

k

df(k, T,H)

dT
ε(k)us(k)ls(k, T,H) , (4.3.23)
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where f(k, T,H), ε(k), us(k) and ls(k, T,H) are respectively the distribution func-

tion, the energy, the velocity and the mean free path of spin excitations with wave–vector

k. In most of the cases it is assumed that the scattering rates are k–independent, i.e.

ls(k, T,H) = ls(T,H). The magnetic mean free path ls reflects the the density of static

defects in the material that have proven to be important scatterers of spin excitations

in 1D magnetic systems.

The application of Kubo formalism in analysing the experimental results is possible

and is considered to be more general than the kinetic transport theory because it does

not rely on the quasi–particle approach. The experimental accessible quantity is the

dc conductivity, κdc = κ(ω → 0), which in the case of the S = 1/2 XXZ chain equals

to the thermal Drude weight Kth since the regular part is such that κreg(ω → 0) =

0. Although the integrability of the model suggests ballistic transport in the sense of

infinite thermal conductivity, in any real system in the presence of external scattering

mechanisms, the δ–peak broadens into a Lorentzian with a width inversely proportional

to the relaxation time τ(T,H), a finite external lifetime that incorporates all independent

scattering mechanisms. The relaxation time τ is linked with the mean free path ls and

the spin–wave velocity us through the relation ls = us τ . A comparison between the

experimental results and the dc limit of the theoretically calculated κ(ω) is possible

through the relation:

κexp = Kth τ . (4.3.24)

Numerous experimental works have been devoted in the study of thermal transport

in materials that are well described by the Heisenberg S = 1/2 Hamiltonian at the

isotropic point ∆ = 1 and weak exchange interactions perpendicular to the chain. Good

examples are the CaCu2O3 with J/kB = 2000 K, where linear T–dependence of κmag

was measured in [202], and the cuprate chains Sr2CuO3 and SrCuO2 where J/kB is

between 2150 and 3000 K [120].

In most of these experiments the thermal conductivity has often been found to be

insensitive to the application of an external magnetic field due to the large value of

the exchange coupling J of these materials. The magnetic fields available are too small

to cause effects on the measured thermal conductivity. An ideal compound for thermal

conductivity experiments in magnetic field turned out to be the S = 1/2 chain compound

copper pyrazine dinitrate Cu(C4H4N2)(NO3)2 where J/kB = 10.3 K and the critical

field isHcr = 15 T, while the ration of interchain J ′ to intrachain J couplings is estimated

around J ′/J = 4.4 10−3 [203]. The thermal conductivity was measured [201] by a

standard steady–state heat flow technique, in the temperature region between 0.37 and

10 K and for magnetic fields up to 17 T. Special emphasis in the interpretation of the

data was put in analysing the behaviour of thermal conductivity in the vicinity of critical

field Hcr. Moreover, thermal transport perpendicular κ⊥ and parallel κ‖ to the chain
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was investigated in order to subtract the the phononic contribution. It was argued that

since the phononic part κph does not significantly changes with H, the difference between

the total measured κ‖(H) and its zero field value κ‖(0) will yield the field dependence

of the magnetic heat conductivity κmag(H)− κmag(0).

Fig. 4.3.13 summarizes experimental results of the thermal conductivity measured

parallel to the chains of Cu(C4H4N2)(NO3)2 as a function of magnetic field at several

fixed temperatures. The analysis of the experimental data suggests that the observed

field dependence arises dominantly from thermal transport in the spin system κs and

that the κs−ph and ∆κph terms are not important. Moreover, within the framework of

kinetic transport theory, experimental results imply a mean free path that is momentum

and magnetic free independent.

Figure 4.3.13: Thermal conductivity measured parallel to the chains of
Cu(C4H4N2)(NO3)2 as a function of magnetic field at several fixed temperatures. Fig-
ure taken from [201].

In Fig. 4.3.14 we plot DQQ(H)−DQQ(0) and Kth(H)−Kth(0) for ∆ = cos(π/8) and

several fixed temperatures ragning from 0.64 K up to 5.15 K. A comparison with the

experimental data presented in Fig. 4.3.13 will provide information on the behaviour of

the relaxation time τ as a function of both T and H. Particular attention should be paid

to the fact that the copper pyrazine dinitrate compound used for the experiment is well

described by the Heisenberg S = 1/2 Hamiltonian at the isotropic point ∆ = 1, while

the theoretical calculation was performed for ∆ = cos(π/8) = 0.92. The Bethe ansatz

technique relies on a numerical calculation of coupled integral equations, whose number

increases as ∆ → 1, making the calculation of correlation functions infeasible for the

isotropic point. Nevertheless, Figs. 4.3.6–4.3.8 suggest that as ∆ → 1, both DQQ(H)

and Kth(H) approach a limiting behaviour in the field range H/J & 0.25, and seem to

be insensitive to changes in the parameter ∆. We therefore arrive at the conclusion that

∆ = cos(π/8) = 0.92 provides a satisfactory description of the isotropic point, while

minor deviations are expected in the low field region H/J . 0.25.
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Among the facts that become apparent from a comparison between Figs. 4.3.13 and

4.3.14 are the following: (i) In the low–T region up to 1 K (see insets of Fig. 4.3.14) the

theoretical findings suggest that both DQQ and Kth strongly depend on H, specially for

magnetic fields close to Hcr. On the contrary, experimental data display a plateaulike

feature close to Hcr. This observed discrepancy points to the existence of a weighty

relaxation time τ that also strongly depends on H and becomes important at low enough

T . (ii) At higher temperatures, a satisfactory agreement between theory and experiment

is achieved for the whole field range, which implies that τ becomes less important for

T & 1 K. (iii) The presence of the magnetothermal correction term is not conspicuous

at low temperatures; the field dependence of DQQ and Kth is almost indistinguishable.

Certain deviations occur at higher temperatures around 2 K and a simple inspection

of Fig. 4.3.14 reveals that the experimental data are best described by DQQ rather

than Kth. Similar results are found in Ref. [201] where thermal conductivity and the

magnetothermal correction term were calculated using the kinetic transport theory. In

Ref. [155] it was argued that the MTC terms are absent in real materials due to the

broken conservation of the total magnetization by spin–orbit coupling.

We would like to argue that one of the assumptions used to compare theoretical

findings with experimental results is not fully verified and requires further investigation.

We have assumed that the relaxation time τ is common for all correlation functions

involved in the study of thermal transport. Actually, a more formal definition of τ given

in Eq. (8) of Ref. [204], where the S = 1/2 Heisenberg chain is coupled to phonons,

reveals that this is not the case. Each correlation function 〈JiJj〉 is accompanied by a

characteristic relaxation time τij . We believe that this should also holds for other sources

of scattering, such as magnetic defects of the crystal. A detailed investigation of τij as

a function of T and H is required to provide a better description of the experimental

data.
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Figure 4.3.14: (a) Heat and (b) Thermal Drude weight as a function of magnetic field
at several fixed temperatures and ∆ = cos(π/8). Magnetic field is measured in units of
7.81 T, given that the critical field is Hcr = J(1 + ∆) = 15 T.
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4.3.3 Magnetothermal effects

There are several intriguing phenomena in which the interplay of spin and heat plays

a crucial role. For example it was suggested [133, 176] that by analogy with the ther-

moelectric Seebeck effect in electronic conductors, the thermomagnetic Seebeck effect

should arise in the presence of a temperature gradient and a magnetic field in electronic

insulators.

According to the conventional Seebeck effect when a temperature gradient is main-

tained in a metal and no electric current is allowed to flow, there will be generated a

steady–state electrostatic potential difference between the high–and low–temperature

regions of the specimen [205]. This generation of electromotive force by a temperature

gradient was discovered by T. J. Seebeck in the 1820’s [206] and leads to measurable

voltages and currents. The current density J is related to the voltage gradient ∇V and

the temperature gradient ∇T by:

J = −σ∇V − σ S ∇T , (4.3.25)

where σ is the electrical conductivity and S is the Seebeck coefficient. Therefore

the conventional definition of S is the portion of electric current driven by temperature

gradients. The steady state special case corresponds to J = 0 which suggests that that

the two terms have cancelled out so that S = −∇V∇T .

In recent years, a spin analogue of the Seebeck effect has drawn considerable attention,

where the charge transport is replaced with spin transport [207]. The spin Seebeck

effect in a magnet stands for the generation of spin voltage, a potential for driving

nonequilibrium spin currents, as a result of a temperature gradient. In a spin Seebeck

device, when a nonmagnetic metal is attached to a part of a magnet, the spin voltage

injects a spin current Js into the conductor. In the metal, the spin current Js is converted

into a charge current Jc with the help of the inverse spin Hall effect [208]. Therefore, the

spin Seebeck effect enables the generation of electromotive force from the temperature

gradient as in conventional charge Seebeck devices [207].

In 2008, spin Seebeck effect was originally discovered in a ferromagnetic metal [209]

and in 2010 it was also observed in a ferromagnetic semiconductor [210, 211]. It was later

revealed that, despite the absence of conduction electrons, the spin Seebeck effect ap-

pears even in ferrimagnetic insulators [212–214], indicating it is a universal phenomenon

in magnetic materials. There is a consensus that the spin Seebeck effect relies on spin

currents that can be carried by low–lying collective excitations of localized spins, such

as spin waves or magnons. Certain advantages of one–dimensional spin systems that are

electric insulators, like the large and anisotropic reported thermal and spin conductivity,

might render these materials as good candidates for the experimental observation of the

spin Seebeck effect.
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In the presence of magnetic fields and in analogy with the thermoelectric effects,

interesting thermomagnetic phenomena occur. In Ref.[133] it was pointed out that in

spin systems a current of magnetic moments will flow in the presence of magnetic field

H and a temperature gradient ∇T along the chain. For the S = 1/2 XXZ chain, this

magnetothermal effect is zero in the absence of magnetic field for symmetry reasons;

there is no preferred direction along which a nonzero magnetization could occur [133].

In the presence of magnetic field, a temperature gradient will cause a magnetization

vector parallel to the field. The spin current Js is related to the gradients of magnetic

field ∇H and temperature ∇T by the following relation:

Js = CSQ(−∇T ) + CSS∇H . (4.3.26)

Therefore, the magnetic Seebeck coefficient S, under the condition of zero spin current

Js = 0 is obtained by:

S =
∇H
∇T =

CSQ
CSS

. (4.3.27)

Based on the preceding results, it is easily seen that the Seebeck effect is infinite for

the integrable S = 1/2 Heisenberg model:

S = β
〈JQJs〉
〈JsJs〉

. (4.3.28)
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Figure 4.3.15: Thermal Seebeck coeffi-
cient S for T/J = 0.5 and several values
of ∆ as a function of H. The inset depicts
the magnetic field Hs at which S changes
sign, as a function of ∆.
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Figure 4.3.16: Thermal Seebeck coeffi-
cient S for ∆ = cos(π/8) and several values
of T as a function of H. The inset depicts
the magnetic field Hs at which S changes
sign, as a function of T .

The study of the magnetic Seebeck coefficient for the S = 1/2 XXZ chain was

initially addressed in Ref.[133], where the magnetothermal response was calculated via

the Jordan–Wigner transformation for the XY chain and using numerical techniques for

∆ 6= 0. Several studies followed but they are restricted either in the low–temperature
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limit [173] or in finite chains [176]. Here we take advantage of Bethe ansatz technique

to calculate S as a function of H for various temperatures and anisotropy parameters

in the thermodynamic limit.

In Fig. 4.3.15 we depict the magnetic field dependence of S for T/J = 0.5 and

several values of ∆. We note that at small magnetic fields S is positive, while at a

certain magnetic field Hs it changes sign and remains negative. In Ref. [176] it was

suggested that the sign of S is a criterion to clarify the types of carriers; a positive S

implies that the spin and heat are dominantly carried by carriers with up spin while a

negative S implies that the majority of carriers have down spin. We note that the value

of Hs shifts to higher values as ∆ is increased (see inset in Fig. 4.3.15), a feature that

has also been observed in [176].

We also examine the behaviour of S for different temperatures, and for this reason

in Fig. 4.3.16 we have plotted S(H) for ∆ = cos(π/8) and a number of temperatures.

Upon increase of T the structure of S changes, but at any T there is a single Hs at

which the Seebeck coefficient changes sign (see inset in Fig. 4.3.15).

The thermomagnetic effect results measurable currents exactly like the thermoelec-

tric analogue. In a letter recently [215] authors claim to have provided the first evidence

for the magnetic Seebeck effect. The experimental set up is based on the prediction

that a temperature gradient in the presence of magnetization waves induces a magnetic

induction field. This was tested on a yttrium iron garnet (YIG) thin crystals, a com-

pound that is known to be a ferrimagnetic insulator [207]. We should emphasize that

the underlying physics of the magnetic Seebeck effect in a ferrimagnet is formulated

using an alternative framework [216]. In this case, the lattice sites carry a magnetic

dipole mA and if a constant external magnetic field Hext and a temperature gradient

∇T are applied the time evolution of mA is given by the Landau–Lifschitz–Gilbert equa-

tion [217]. The magnetic field appearing in the time evolution equation consists of not

only the contribution of the external field Hext, but also from the induced Hind mag-

netic field by the temperature gradient ∇T . Inclusion of Hind into the time evolution

equation has certain modifications on how magnetization waves propagate. This effect

implies that magnetization waves propagating in the direction of ∇T and Hext are less

attenuated than those propagating in the opposite direction. This conjuncture has been

experimentally confirmed in Ref.[215].

Using the appropriate experimental procedure it is possible that the magnetic Seebeck

effect can be observed using one–dimensional S = 1/2 Heisenberg chains as an electric

insulator. As fas as theory is concerned, an infinite Seebeck coefficient is predicted for

integrable models. This section is completed with the study of the ability of a given

material to efficiently produce thermoelectric power, that is related to its dimensionless
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figure of merit ZT [176] given by:

ZT =
C2
QS

CQQCSS − C2
QS

=
〈JQJs〉2

〈JQJQ〉〈JsJs〉 − 〈JQJs〉2
. (4.3.29)

In Fig. 4.3.17 we plot the magnetic field dependence of ZT for T/J = 0.5 and several

values of the anisotropy parameter ∆. We observe that ZT is small at small fields but

increases exponentially for magnetic fields H & 1.
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Figure 4.3.17: Magnetic field dependence of the figure of merit ZT for T/J = 0.5
and several values of ∆.
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4.4 Discussion

In this chapter, an attempt has been made to present thermal transport for the S = 1

large–D nonintegrable chain and the S = 1/2 XXZ integrable chain, both in the

presence of magnetic field, under the assumptions that the only scattering mechanisms

are due to intrinsic magnetic interactions and within the framework of linear response

theory.

A description of the heat conductivity κQQ is given, calculated for the S = 1

model with a FTLM algorithm on a finite chain of length L = 16. The frequency

dependence of the conductivity is explored for a wide range of magnetic fields and

various temperatures. The κQQ(ω) exhibits two well separated regions the low–ω part

and the high–ω part, that is activated around ω/J & D. The high–ω part is attributed

to transitions between the ground state and the exciton–antiexciton continuum.

We also observe that the singular part of κQQ, namely, the Drude peak DQQ,

vanishes for high T , an anticipated result for nonintegrable systems. On the contrary,

at low T , DQQ remains the significant contribution to the total sum rule of κQQ at all

considered fields. Since the considered model is nonintegrable, a possible explanation

of this phenomenon is that the intrinsic diffusive processes at low T , that will result in

a zero DQQ in the thermodynamic limit, become effective beyond the reachable system

size or the energy resolution of the method presented here. Moreover, the low-ω part

of the integrated conductivity IQQ is compared with the S = 1/2 Drude weight D̃QQ

calculated in the thermodynamic limit. The overall agreement is satisfactory, with

D̃QQ including all the characteristic features of the S = 1 behaviour.

A detailed study of the thermal transport for the S = 1/2 XXZ Heisenberg model

in the presence of magnetic field and for values of the anisotropy parameter in the

range 1/2 < ∆ < 1 is given, where all correlation functions are calculated in the ther-

modynamic limit using the Bethe ansatz technique. As fas as the spin conductivity is

concerned, the zero T results agree with the ones calculated using the Luttinger Liquid

description, providing a reliable test about the validity of our findings. Ds(H,T = 0)

abruptly terminates at H = Hcr = J(1 + cos(π/ν)), above which the system enters at

its massive phase and Ds vanishes at all H.

As far as the magnetic field dependence of Ds is concerned, at small magnetic fields

spin Drude weight goes like Ds ' AH2. Additionally, upon increase of ∆, starting

from ∆ = 1/2 and approaching the isotropic point ∆ = 1, spin Drude weight in

the field region H/J & 0.5 seems to converge to a limiting behaviour that remains

unaffected as one further increases the values of ∆. The temperature dependence

of the spin Drude weight is also studied and at H < Hcr decreases like Ds(T ) '
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Ds(0) − Ae−H/TT γ(H,T ). This is in contrast with the H = 0 results where a power–

law behaviour at low T was observed.

Attention is also given in the thermal conductivity of the S = 1/2 XXZ model. Two

main quantities play central role; the heat Drude weight DQQ and the thermal Drude

weight Kth. The full term Kth is the result of a combination of two competing terms,

the DQQ Drude weight and the magnetothermal corrections MTC that originate from

the coupling of the heat and spin currents in the presence of magnetic field.

Heat Drude weight DQQ(H) exhibits a pronounced nonmonotonic behaviour as a

function of H. Furthermore, as the anisotropy parameter approaches the isotropic

point ∆ = 1, the DQQ(H) curve in the field region H/J & 0.25 approaches a limiting

behaviour and seems to be insensitive to changes in the parameter ∆. The MTC term

is exactly zero at H = 0, but becomes finite at finite H, where it developes two peaks.

The resulting behaviour of the total thermal Drude weight Kth, as a sum of two

competing terms is that it turns out to be a smooth function of magnetic field with

no peaks observed as a function of H. The inclusion of the MTC term results in an

overall suppression of Kth and the cancellation of the nonmonotonic peaked behaviour

of DQQ. As in the case of DQQ(H), thermal Drude weight Kth(H) is also approaching

a limiting behaviour in the H/J & 0.25 region as ∆→ 1.

The temperature dependence of the thermal and heat Drude weight is also ex-

plored. Finally, two quantities relevant to the magnetothermal effect in spin systems

are provided, the magnetic Seebeck coefficient S and the figure of merit ZT . At small

magnetic fields S is positive, while at a certain magnetic field Hs it changes sign and

remains negative. The value of Hs shifts to higher values as ∆ is increased.



Conclusions

The main results of this work are summarized in the following:

(a) Effective S = 1/2 description of the S = 1 chain : We show that the S =

1 Heisenberg AFM with strong easy– plane anisotropy in a magnetic field can be

systematically mapped onto a S = 1/2 XXZ Heisenberg model in a longitudinal

magnetic field. This mapping enables us to gain a better physical understanding of

the original S = 1 model, since the S = 1/2 model is exactly solvable and a lot is

known about its thermodynamical and dynamical quantities. By a straightforward

comparison of the critical fields predicted by each model, we have an indication that

the mapping is more accurate close to H2 rather than H1.

(b) Electron Spin Resonance : A detailed theoretical as well as experimental study

of the ESR spectrum of a S = 1 chain with strong anisotropy is presented. The

principal results are:

• As far as the general structure of the observed ESR spectrum is concerned, the

theoretical predictions of the 3D and 1D model are qualitatively similar and in

reasonable quantitative agreement with experiment.

• The most interesting feature of the ESR spectrum is that our current experi-

ment supports the interpretation that the F and G lines are inseparable part-

ners in a doubly–peaked FG band which originates in transitions between sin-

gle magnons and single–ion two–magnon bound states. In fact, the G mode

absorbs most of the intensity.

• Structure of the Spectrum in the Intermediate phase: A tail of line G with

strong intensity survives in the intermediate region even at low temperature

where line G itself looses its intensity for H > H2. Such a tail should thus be

attributed to a high–frequency collective excitation that appears in the inter-

mediate phase. On the low–frequency end of the intermediate phase we reveal

a V –like structure with intensity that gradually vanishes as one approaches the

center. An evaluation of the low–lying ESR spectrum of the effective S = 1/2

model also predicts that ESR lines form a V –like structure. The calculation is

based on the Bethe ansatz using a state that is highly unusual one in the Bethe

ansatz literature.
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(c) Magnetization M :

• As far as the magnetic field dependence of M is concerned, the critical exponent

that describes the behaviour of magnetization near the critical fields at very

low T is extracted found equal to δ = 2. This result renders the considered

model in the same universality class as a broad collection of various models of

quantum magnetism.

• The temperature dependence of M for both models reveals the existence of ex-

trema at some temperature Tc, which is interpreted as the critical temperature

below which the description of the system in terms of Luttinger liquid is valid.

A magnetic phase diagram is constructed that represents the crossover into a

low–T Luttinger liquid regime.

(d) Specific Heat Cv:
• The Cv(H) curve exhibits a characteristic double peak around critical fields

H1,2. This characteristic behaviour cannot be explained by noninteracting

magnons and is a signature of the quantum nature of the system.

• The Cv(T ) curve reveals a linear dependence at low T for magnetic fields be-

tween H1 < H < H2, consistent with the Luttinger liquid phase.

(e) Thermal Transport in the S=1 large -D chain : The heat conductivity κQQ(ω)

exhibits two well separated regions the low–ω part and the high–ω part, that is

activated around ω/J & D. The high–ω part is attributed to transitions between

the ground state and the exciton–antiexciton continuum. The heat Drude peak

DQQ, vanishes for high T , an anticipated result for nonintegrable systems. On the

contrary, at low T , DQQ remains the significant contribution to the total sum rule of

κQQ at all considered fields. Since the considered model is nonintegrable, a possible

explanation of this phenomenon is that the intrinsic diffusive processes at low T ,

that will result in a zero DQQ in the thermodynamic limit, become effective beyond

the reachable system size or the energy resolution of the our method. The low–ω

part of the integrated conductivity IQQ is compared with the S = 1/2 Drude weight

D̃QQ calculated in the thermodynamic limit. The overall agreement is satisfactory,

with D̃QQ including all the characteristic features of the S = 1 behaviour.

(f) Thermal Transport in the S=1/2 large -D chain :

• Spin Conductivity: At small magnetic fields spin Drude weight goes like Ds '
AH2. Additionally, upon increase of ∆, starting from ∆ = 1/2 and ap-

proaching the isotropic point ∆ = 1, spin Drude weight in the field region

H/J & 0.5 seems to converge to a limiting behaviour that remains unaf-

fected as one further increases the values of ∆. The temperature depen-

dence of the spin Drude weight is also studied and at H < Hcr decreases

like Ds(T ) ' Ds(0) − Ae−H/TT γ(H,T ). This is in contrast with the H = 0

results where a power–law behaviour at low T was observed.
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• Thermal Conductivity: Heat Drude weight DQQ(H) exhibits a pronounced

nonmonotonic behaviour as a function of H. Furthermore, as the anisotropy

parameter approaches the isotropic point ∆ = 1, the DQQ(H) curve in the field

region H/J & 0.25 approaches a limiting behaviour and seems to be insensitive

to changes in the parameter ∆. The MTC term is exactly zero at H = 0,

but becomes finite at finite H, where it developes two peaks. The resulting

behaviour of the total thermal Drude weight Kth, as a sum of two competing

terms is that it turns out to be a smooth function of magnetic field with no

peaks observed as a function of H. The inclusion of the MTC term results in

an overall suppression of Kth and the cancellation of the nonmonotonic peaked

behaviour of DQQ. As in the case of DQQ(H), thermal Drude weight Kth(H)

is also approaching a limiting behaviour in the H/J & 0.25 region as ∆→ 1.

• Magnetothermal effects: At small magnetic fields the magnetic Seebeck effect

S is positive, while at a certain magnetic field Hs it changes sign and remains

negative. The value of Hs shifts to higher values as ∆ is increased.



Appendix A

Two–magnons bound states in

the 3D model

In this Appendix we give a detailed description of the derivation of the single–ion bound

state in three dimensions. This is done by a direct method developed long time ago

by Wortis [68] for the calculation of two-magnon bound states in ferromagnets with

arbitrary lattice dimension. The method is here generalized to account for easy-plane

anisotropy with strength D.

To begin with, consider a finite cubic array of points, i, which may be thought of as

the vertices of a lattice of unit spacing and site L. There are a total of N = L3 lattice

points. It is convenient to assume that the lattice has has periodic connectivity, i.e., that

the point i + Lj is identical with the point i for all i, j lattice vectors. The considered

S = 1 model is described by the Hamiltonian:

H =
∑

i,m

Jm(Si · Si+em) +
∑

i

[D(Szi )2 + gµBHS
z
i ] , (A.0.1)

where i denotes a generic site of a 3D lattice and em with m = {x, y, z} count nearest

neighbors. We assume that H > H2 in order for the ground state of the system |Ω0〉 to

be fully ferromagnetic. The spin deviation number is:

n = NS +
∑

m

Szm (A.0.2)

It is easy to see that the unique state with n = 0 is the ground state of Eq.(A.0.1)

with energy E0 = −gµBHN + N
∑

m Jm + DN . The normalized states of the n = 1

and n = 2 subspaces are simply generated from |Ω0〉:
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S+
ν |Ω0〉 =

√
2|ν〉 ,

S+
ν S

+
µ |Ω0〉 =

√
2(1 + δµ,νh2(µ, ν))|ν, µ〉 , where h2(µ, ν) = 1− δµ,ν/2 .(A.0.3)

The notation |ν, µ, . . .〉 stands for a normalized state in which a unit of spin has been

flipped away from total alignment on each of the sites ν, µ, . . ..

Now we define the one- and two-particle Green functions:

G1(ν;µ; t) = (−i)〈Ω0|S−ν (t)S+
µ (0)|Ω0〉θ(t)

G2(ν, µ; ν ′, µ′; t) = (−i)〈Ω0|S−ν (t)S−µ (t)S+
ν′(0)S+

µ′(t)|Ω0〉θ(t) , (A.0.4)

where θ(t) = 1 for t > 0 and θ(t) = 0 for t < 0. The standard time development is

taken as:

Sν(t) = eiHtSν(0)e−iHt . (A.0.5)

Solution of the one–particle problem: The equation of motion for G1(ν;µ; t) fol-

lowing from Eq.(A.0.1) is:

(
i
∂

∂t
+ 2

∑

m

Jm +D − gµbH
)
G1(ν;µ; t)

−
∑

m

Jm ((G1(ν + em;µ; t) +G1(ν − em;µ; t)) = 2δ(t)δν,µ , (A.0.6)

where m = {x, y, z}. Note that there is a difference in index m between Eq.(A.0.1)

and Eq.(A.0.6). While in the first case m counts nearest neighbors, in the second case

for convenience it only counts nearest neighbors in the positive direction. The negative

direction is explicitly taken into account as ν − em. The periodicity requirement

G1(ν;µ; t) = G1(ν + Li;µ; t) , where ν, µ, i are lattice points , (A.0.7)

is incorporated by expressing G1 as a spatial Fourier series with respect to the k

vectors of the reciprocal lattice. This is expressed as follows:

G1(ν;µ; t) =
2

N

∑

k∈F
eik(ν−µ)G1(k; t) . (A.0.8)
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The sum in Eq.(A.0.8) is over the set F containing the reciprocal lattice vectors with

components kj = (2π/L)pj where:

− (
1

2
L− 1) ≤ pj ≤

1

2
L, for L even ,

− (
1

2
L− 1

2
) ≤ pj ≤ (

1

2
L− 1

2
), for L odd .

The temporal Fourier transformation of G1 is defined by:

G1(ν;µ; t) = i

∫ ∞

−∞

dω

2π
e−iωtG1(ν;µ;ω) . (A.0.9)

Eq.(A.0.6) is trivially solved using Eq.(A.0.8) and Eq.(A.0.9), and the result is:

G1(ν;µ; t) =
2

N

∑

k∈F
eik(ν−µ)

∫ ∞

−∞

dω

2π

e−iωt

2π(ω − Ω(k) + iη)
, (A.0.10)

where Ω(k) is the magnon dispersion

Ω(k) = 2
∑

m

Jm(coskm − 1)−D + gµBH , (A.0.11)

Solution of the two–particle problem: We are now in a position to calculate G2.

The equation of motion obeyed by G2 is:

(
i
∂

∂t
+ 4

∑

m

Jm + 2D − 2gµBH

)
G2(νA, νB;µA, µB; t)

−
∑

m

Jm(G2(νA + em, νB;µA, µB; t) +G2(νA, νB + em;µA, µB; t)

+G2(νA − em, νB;µA, µB; t) +G2(νA, νB − em;µA, µB; t))

+2DG2(νA, νB;µA, µB; t)δνA,νB

+
∑

m

Jm(G2(νA, νB + em;µA, µB; t) +G2(νA, νB − em;µA, µB; t)

−
∑

m

Jm(δνA,νB+em + δνA,νB−em)G2(νA, νB;µA, µB; t)

= (−i)4(δνA,µAδνB ,µB + δνA,µBδνB ,µA)(1− δµA,µB
2

)δ(t) . (A.0.12)

The last three terms in the left hand side of this equation may be regarded as in-

teractions between particles whose free motion is described by the two first terms. To

exploit this analogy we introduce the symmetrical function:

Γ(νA, νB;µA, µB; t) = G1(νA;µA; t)G1(νB;µB; t)+G1(νA;µB; t)G1(νB;µA; t) . (A.0.13)
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It can be verified that Γ(νA, νB;µA, µB; t) satisfies the following equation:

(
i
∂

∂t
+ 4

∑

m

Jm + 2D − 2gµBH

)
Γ(νA, νB;µA, µB; t)

−
∑

m

Jm(Γ(νA + em, νB;µA, µB; t) + Γ(νA, νB + em;µA, µB; t)

+Γ(νA − em, νB;µA, µB; t) + Γ(νA, νB − em;µA, µB; t))

= (−i)4(δνA,µAδνB ,µB + δνA,µBδνB ,µA) . (A.0.14)

With the help of Γ the equation of motion Eq.(A.0.12) may be now transformed into

an integral equation, which incorporates the boundary conditions throught the structure

of G1. This is done as follows. We define the Q, δQ and D operators as:

D(νA, νB, t;µA, µB, t
′) = (δνA,µAδνB ,µB + δνA,µBδνB ,µA) δ(t− t′)

Q(νA, νB, t;nA, nB, t
′) =

(
− ∂

∂t
+ 4

∑

m

(Jm) +D − gµBH
)
δ(t− t′)δnA,νAδnB ,νB

−δ(t− t′)
∑

m

Jm(δνA+em,nAδνB ,nB + δνA−em,nAδνB ,nB + δνA,nAδνB+em,nB + δνA,nAδνB−em,nB )(A.0.15)

δQ(νA, νB, t;µA, µB, t
′) = −2DδνA,νBδnA,νAδnB ,νB

+
∑

m

(δνA,nAδνB+em,nB + δνA,nAδνB−em,nB − δνA,nAδνB ,nB (δνA,νB+em + δνA,νB−em)) . (A.0.16)

Using definition (A.0.15), Eq.(A.0.14) can be written in a more compact form as:

∑

nA,nB

∫
dt′Q(νA, νB, t;nA, nB, t

′)Γ(nA, nB, t;µA, µB, t
′′) = (−i)4D(νA, νB, t;µA, µB, t

′′) .

(A.0.17)

Similarly, a more concise formula of Eq.(A.0.12) is:

∑

nA,nB

∫
dt′(Q(νA, νB, t;nA, nB, t

′) + δQ(νA, νB, t;nA, nB, t
′))G2(nA, nB, t;µA, µB, t

′′)

= −(i)4D(νA, νB, t;µA, µB, t
′′)h2(µA, µB) . (A.0.18)

It is easy to notice that the δQ operator corresponds to the last three terms in the

left hand side of Eq.(A.0.12). Now, from Eq.(A.0.17) we obtain

Q(νA, νB, t;nA, nB, t
′) = −i4

∑

mA,mB

∫
dt′′D(νA, νB, t;mA,mB, t

′′)Γ−1(mA,mB, t
′′, nA, nB, t

′) .

(A.0.19)
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Replacing Q in Eq.(A.0.18), and after some algebraic manipulation, we arrive at the

following expression:

G2(νA, νB;µA, µB, t) = Γ(νA, νB;µA, µB, t)h2(µA, µB)

− i

8

∑

mA,mB

∫
dt′′

[ ∑

nA,nB

∫
dt′Γ(νA, νB, nA, nB, t

′)δQ(nA, nB, t
′;mA,mB, t

′′)

]
G2(mA,mB, t

′′;µA, µB, t)(A.0.20)

or equivalently, if we introduce an interaction kernel K2 such that:

K2(νA, νB;mA,mB, t
′′) =

∑

nA,nB

∫
dt′Γ(νA, νB;nA, nB, t

′)δQ(nA, nB, t
′;mA,mB, t

′′) ,

(A.0.21)

then Eq.(A.0.20) is expressed as:

G2(νA, νB;µA, µB; t) = Γ(νA, νB;µA, µB; t)h2(µA, µB)

− i
8

∑

nA,nB

∫ ∞

−∞
dyK2(νA, νB;nA, nB; t− y)G2(nA, nB;µA, µB; y) , (A.0.22)

The asymmetry between indices νA,B and µA,B seems to be an unavoidable con-

sequence of the spin commutation relations. The next step is to Fourier transform

Eq.(A.0.22) and attempt to solve it in the Fourier space. Sum and difference variables

are introduced according to:

2R = νA + νB , r = νA + νB

K = k1 + k2 , 2k = k1 − k2 (A.0.23)

Spatial and temporal Fourier transformations are defined as:

G2(νA, νB;µA, µB; t) =
1

N

∑

K∈F
eiK·(R−R

′)

∫ ∞

−∞

dω

2π
e−iωtG2(r; r′; K, ω)

Γ(νA, νB;µA, µB; t) =
i

N

∑

K∈F
eiK·(R−R

′)

∫ ∞

−∞

dω

2π
e−iωtΓ(r; r′; K, ω)

K2(νA, νB;µA, µB; t) =
i

N

∑

K∈F
eiK·(R−R

′)

∫ ∞

−∞

dω

2π
e−iωtK2(r; r′; K, ω) ,(A.0.24)

where

Γ(r; r′; K, ω) =
−8

N

∑

k∈G

cos(k · r)cos(k · r′)
ω − S(k,K) + iη

. (A.0.25)

G denotes the set of modified reciprocal lattice vectors with components 2kj =

(2π/L)pj where:
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− (L− 2) ≤ pj ≤ L, for L and L Kj/2π same parity ,

− (L− 1) ≤ pj ≤ (L− 1), for L and L Kj/2π opposite parity . (A.0.26)

and S(k,K) is the energy of two noninteracting magnons with wavevectors k1 and

k2:

S(k,K) = Ω(k1) + Ω(k2) = 4
∑

m

Jm(cos(
Km

2
)cos(km)− 1)− 2D + 2gµBH . (A.0.27)

The symmetry of G2 in νA, νB and µA, µB requires that G2(r; r′; K, ω) be even in r

and r′. Once representations (A.0.24) are substituted into (A.0.22) one finds:

G2(r; r′; K, ω) = Γ(r; r′; K, ω)h2(r′) +
1

8

∑

r1

K2(r; r1; K, ω)G2(r1; r′; K, ω) (A.0.28)

It can be easily proven that the following equality holds:

∑

r1

K2(r; r1; K, ω)G2(r1; r′; K, ω) = −2DΓ(r, 0,K, ω)G2(0, r′,K, ω)

−2
∑

m

JmΛ2(r, jm,K, ω) (A.0.29)

where jm denotes a unit vector in the m = {x, y, z} direction, and function Λ2 is

defined as follows:

Λ2(r; r′; K, ω) =
−8

N

∑

k∈G

cos(k · r)
(
cos(k · r′)− cos(K·r′2 )

)

ω − S(k,K) + iη
. (A.0.30)

Finally, incorporating equality (A.0.29) into Eq.(A.0.28) we obtain:

G2(r; r′; K, ω) = Γ(r; r′; K, ω)h2(r′)− D

4
Γ(r; 0; K, ω)G2(0; r′; K, ω)

− 1

4

∑

m

JmK2(r; jm; K, ω)G2(jm; r′; K, ω) . (A.0.31)

If r is replaced by a unit lattice vector l, Eq.(A.0.31) becomes for each r′, K, and

ω a set of 3 equations for the 3 unknowns G2(l; r′; K, ω). By reinserting the solution

on the right–hand side of Eq.(A.0.31), we may compute the full G2(r; r′; K, ω) from

which the wavefunctions and energy eigenvalues can be found. For general L and K

the difficulty of performing the summations (A.0.25) makes this full program unfeasible.
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For our purposes it will be sufficient to restrict to analyzing the structure of G2 as a

function of its energy variable, ω. For |γ〉 a complete orthonormal set of two–particle

energy eigenstates we use the representation:

G2(νA, νB;µA, µB;ω) = −
∑

γ

〈Ω0|S−νAS−νB |γ〉〈γ|S+
µA
S+
µB

(t)|Ω0〉
ω − (Eγ − E0) + iη

, (A.0.32)

to show that the poles of G2 are the two–magnons eigenenergies. More specifically, if

we choose to regard ω as a complex variable z, the poles of G2(r; r′; K, z) as a function of

z lie on the real z axis at values given by the differences between the two–magnon eigen-

states and E0. Formulas (A.0.25) show that the functions Γ(r; r′; K, z) andK2(r; r′; K, z)

have poles at the energies S(k,K) of two noninteracting magnons. G2 appears to have

poles both at S(k,K) and at the zeros of the denominator which arise in the solution of

Eq.(A.0.31). These later poles can be found as follows. If we replace r→ la and r′ → lb

, with la, lb unit vectors, we get from Eq.(A.0.31):

G2(la; lb; K, ω) = Γ(la; lb; K, ω)h2(lb)−
D

4
Γ(la; 0; K, ω)G2(0; lb; K, ω)

− 1

4

∑

m

JmK2(la; jm; K, ω)G2(jm; lb; K, ω) , (A.0.33)

For la, lb = 0, x, y, z, where x, y, z are unit vectors in the x, y, z direction respectively,

from Eq.(A.0.33) we get 16 equations, which in matrix form are expressed as:



I +

D

4




0 0 0 0

Γ(x, 0) 0 0 0

Γ(y, 0) 0 0 0

Γ(z, 0) 0 0 0




+
1

4




0 K2(0, x) K2(0, y) K2(0, y)

0 K2(x, x) K2(x, y) K2(x, z)

0 K2(y, x) K2(y, y) K2(y, z)

0 K2(z, x) K2(z, y) K2(z, y)



·




0 0 0 0

0 Jx 0 0

0 0 Jy 0

0 0 0 Jz






×




G2(0, 0) G2(0, x) G2(0, y) G2(0, z)

G2(x, 0) G2(x, x) G2(x, y) G2(x, z)

G2(y, 0) G2(y, x) G2(y, y) G2(y, z)

G2(z, 0) G2(z, x) G2(z, y) G2(z, z)




=




Γ(0, 0) Γ(0, x) Γ(0, y) Γ(0, y)

Γ(0, x) Γ(x, x) Γ(x, y) Γ(x, z)

Γ(0, y) Γ(y, x) Γ(y, y) Γ(y, z)

Γ(0, z) Γ(z, x) Γ(z, y) Γ(z, y)



·




h2(0) 0 0 0

0 h2(x) 0 0

0 0 h2(y) 0

0 0 0 h2(z)




(A.0.34)

where I is the identity matrix, and K and z have been left implicit. Note that the

unit vectors can equal zero (la, lb = 0) as a direct consequence of the single–ion term

in Hamiltonian (A.0.1). Thus, we obtain a linear system of 16 equations, one for each
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combination of la, lb = {0, x, y, z}. In the absence of this anisotropy, the second term

in the right–hand side of Eq.(A.0.31) would not be present and the linear system would

consist of 9 equations with la, lb = {x, y, z}.
The poles of G2 which correspond to bound states are located at the roots of equation:

0 = det




2I +




0 0 0 0

Γ(x, 0) 0 0 0

Γ(y, 0) 0 0 0

Γ(z, 0) 0 0 0




+




0 K2(0, x) K2(0, y) K2(0, y)

0 K2(x, x) K2(x, y) K2(x, z)

0 K2(y, x) K2(y, y) K2(y, z)

0 K2(z, x) K2(z, y) K2(z, y)



·




0 0 0 0

0 ρx 0 0

0 0 ρy 0

0 0 0 ρz







(A.0.35)

where ρm = Jm/D. In the thermodynamic limit, the summations in Eq.(A.0.25) may

be replaced by integrations,

1

N

∑

k∈G
→ 1

(2π)3

∫ π

−π
dk , (A.0.36)

and functions K2 and Γ are written as integrals in the k–space as:

K2(l, p) =
1

π3

∫ π

−π
dk

coskl (coskp − ap)
−t+

∑
m ρmamcoskm

Γ(l, p) =
1

π3

∫ π

−π
dk

cosklcoskp
−t+

∑
m ρmamcoskm

(A.0.37)

where

t =
1

4D
(z + 2D − 2gµBH + 4(Jx + Jy + Jz)), and am = cos(Km/2) (A.0.38)

As functions of the variable t, K2 and Γ have a cut along the real axis −∑m ρmam ≤
t ≤ ∑

m ρmam. This cut corresponds to two–magnon scattering states. Any bound

state must lie therefore on the real t axis for t ≥ |∑m ρmam|. If tB(K) is a solution of

Eq.(A.0.35) in this region for given K, then

E(K) = 2gµBH − 2D + 4D(tB(K)− ρx − ρy − ρz) (A.0.39)

is the energy of a two–particle bound state. The calculation requires to evaluate

integrals (A.0.37) for t ≥ |∑m ρmam|, look for solutions tB of the bound states condition

(A.0.35) and use Eq.(A.0.39) to compute the corresponding energy eigenvalues. The

principle difficulty of this calculation lies in the evaluation of the three–dimensional

integrals (A.0.37), for which an analytical form is not available. To remedy this situation,

we perform a series expansion of the integrand in terms of Jm/D prior the integration,

and we are in position to derive analytical expressions for the energy of the two–magnons

bound state up to third order in Jm/D. Alternatively we could resort to a numerical
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calculation of (A.0.37). Starting from the bound–state condition (A.0.35) the final

formula for tB(K) is:

tB(K) =
1

2
+
a2
x

2
ρ2
x +

a2
x

4
ρ3
x +

a2
y

2
ρ2
y +

a2
y

4
ρ3
y +

a2
z

2
ρ2
z +

a2
z

4
ρ3
z , (A.0.40)

and

E(K) = 2gµBH +
∑

m={x,y,z}

[
−4Jm + cos2(Km/2)

(
2J2

m

D
+
J3
m

D2

)]
. (A.0.41)

Eq.(A.0.41) is the three–dimensional generalization of Eq.(1.2.41) and corresponds

to the single ion bound state. The solution tB(K) is not unique; if one was interested

in finding the 3D generalization of the exchange bound state, he should search for a

different solution t′B(K) of Eq.(A.0.35), with tB(K) > t′B(K) ≥ |∑m ρmam|.
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Analytical Techniques

B.1 ESR spectrum for the S=1/2 XXZ chain using the

Bethe ansatz technique

In this section we briefly review all elements necessary for the calculation of the zero–temperature

low–lying ESR spectrum of the S = 1/2 XXZ model presented in Section 2.4. A rig-

orous solution can be obtained using the Bethe ansatz, where the relevant to the ESR

intensity matrix elements are calculated exactly. The total magnetization commutes

with the Hamiltonian of Eq.(4.3.1) and the Hilbert space separates into subspaces of

fixed magnetization, determined from the number of reversed spins M . Eigenstates are

completely characterized by a set of rapidities {λj}, j = 1, . . . ,M , solutions to the Bethe

ansatz equations [70, 71]:

[
sinh(λj + iγ/2)

sinh(λj − iγ/2)

]N
=

M∏

k 6=l

sinh(λj − λk + iγ)

sinh(λj − λk − iγ)
, j = 1, . . . ,M , (B.1.1)

where n is the number of spins and ∆ = cos(γ). Note that we only consider the case

where −1 < ∆ 6 1. The logarithmic version of the Bethe ansatz equations is:

tan−1

[
tanh(λj)

tan(γ/2)

]
− 1

N

M∑

k=1

tan−1

[
tanh(λj − λk)

tan(γ)

]
= π

Ij
N
. (B.1.2)

Each choice of a set {Ij} uniquely satisfies a set of rapidities and an eigenstate with

energy E and momentum q:

E = J

M∑

j=1

−sin2γ

cosh2λj − cosγ
+H(

N

2
−M) ,

q = πM +
2π

N

M∑

j=1

Ij mod2π . (B.1.3)

127
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The ground state |Ω〉 is given by Ij = −(M + 1)/2 + j, j = 1, . . . ,M , and all excited

states are obtained from a different set of {Ij}.
The intensity of the ESR spectrum per site is defined up to an overall multiplicative

constant by I v ωχ′′(ω)/N , where the imaginary part of the susceptibility is (see Section

2.1):

χ′′(ω) =
π

Z

∑

a,b

(e−βEb − e−βEa)|〈a|µx|b〉|2δ(Ea − Eb − ~ω) . (B.1.4)

Here sums extend over all eigenstates |a〉 of Hamiltonian of Eq.(4.3.1), Ea are the

corresponding eigenvalues, β = 1/T is the inverse temperature, and Z =
∑

a e
−βEa is

the total partition function. The matrix elements involve the total spin operator in the

x–direction µx =
∑

n S
x
n. Using the fact that Sx = (S+ + S−)/2 and that the spin

operators can be Fourier–transformed as

Sαq =
1√
N

n∑

n=1

eiqnSαn , (B.1.5)

the calculation of χ′′(ω) boils down to the evaluation of the |〈a|S−q |b〉|2 matrix el-

ements. For two eigenstates a, b with M and M − 1 reversed spins correspondingly,

characterized by two sets of rapidites a{µ} and b{λ}, the Bethe ansatz predicts that

[91, 92, 242]:

|〈{µ}|S−q |{λ}〉|2 = Nδq,q{λ}−q{µ} |sinγ|
∏M
j=1 |sinh(µj − iγ/2|2

∏M−1
j=1 |sinh(λj − iγ/2|2

×
M∏

j>k=1

|sinh(µj − µk) + sin2γ|−1
M−1∏

j>k=1

|sinh(λj − λk) + sin2γ|−1

× |detH−1({µ}, {λ})|2
|detΦ({µ})detΦ({λ})| (B.1.6)

The matrix H−1 is defined as:

H−1
a,b({µ}, {λ}) =

1

sinh(µa − λb)



M∏

j 6=a
sinh(µj − λb − iγ)−

[
sinh(λb + iγ/2)

sinh(λb − iγ/2)

]N

×
M∏

j 6=a
sinh(µj − λb + iγ)


 , b < M ,

H−1
a,M ({µ}, {λ}) =

1

sinh2µa + sin2γ/2
, (B.1.7)
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and

Φ({λ}) = δab


N sinγ

sinh2λa + sin2γ/2
−
∑

k 6=a

sin2γ

sinh2(λa − λk) + sin2γ




+ (1− δab)
sin2γ

sinh2(λa − λb) + sin2γ
. (B.1.8)

At zero temperature only contributions between the ground state |Ω〉 and the lowest

excited states are expected to contribute significantly, while other allowed transitions

acquire vanishing intensity. The calculation of the T = 0 ESR spectrum reduces to the

calculation of the |〈m|µx|Ω〉|2, where |m〉 is a low–lying excited state. Within the Bethe

ansatz and for γ = π/ν the excited states are usually searched for in the form of strings

of order nj = j, j = 1, . . . , ν − 1 and parity uj = +1:

λn,ka,+ = λna + (n+ 1− 2k)i+O(e−δN ) , (B.1.9)

and strings of order nν = 1 and parity uν = −1 of the form:

λa,− = λa + iν +O(e−δN ) . (B.1.10)

These states have imaginary parts symmetrically arranged around the real axis. In

a string configuration the parameter e−δN is exponentially suppressed with the system

size. Nevertheless, it is found [90] that there is essentially one excited state |m∗〉 that

has significant weight in the spectrum. This state is highly unusual in the Bethe ansatz

literature and deviates from the string hypothesis; this state has all the λ’s real except

one that is complex with an imaginary part iπ/2. The existence of this state was recently

discussed [93] and it physically corresponds to a uniform change of the Sz component

of the magnetization by 1.

From a computational point of view, it turns out to be rather difficult to find the

pseudomomenta λ for this state. The nonlinear Bethe ansatz equations at finite mag-

netization, in general, do not converge by iteration. To circumvent this problem, it was

suggested [94] to study chains with an odd number N of spins, where indeed the problem

is far less crucial [92]. We should emphasize that the calculation in this thesis and in [90]

was made for the particular choice of ∆ = 1/2. Apart from the dominant contribution of

|m∗〉, the Bethe ansatz calculation revealed that the ESR spectrum consists of secondary

transitions with small, but non vanishing intensity. The appearance of secondary peaks

strongly depends on the choice of parameter ∆. This is further discussed in Section 2.4.
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B.2 Spin Drude weight for the S=1/2 XXZ chain using

the Bethe ansatz technique

The main issue addressed in this section is the calculation of the spin Drude weight Ds for

the S = 1/2 XXZ chain in the presence of magnetic field. The calculation relies on the

generalization of the approach proposed in [141], where procedure is based on evaluating

the finite size corrections of the energy eigenvalues obtained by the Bethe ansatz method.

The analysis starts by noting that Ds is the prefactor of the low–frequency imaginary

part of the conductivity [194]:

Ds =
1

2

[
ωσ′′(ω)

]
ω→0

=
1

N


1

2
〈−T 〉 −

∑

n

pn
∑

m 6=n

|〈n|Js|m〉|2
εm − εn


 , (B.2.1)

where 〈T 〉 denotes the thermal expectation value of the kinetic energy. An equivalent

convenient expression for the spin Drude weight has been derived [135, 175], where Ds

equals the thermal average of curvatures of energy levels in a Hamiltonian subject to

a fictitious flux coupled to the hopping or spin–flipping term. More specifically, the

Hamiltonian (4.3.1) in the presence of a fictitious flux φ has the form:

H =

N∑

n=1

(
J(

1

2
eiφσ+

n σ
−
n+1 +

1

2
e−iφσ−n σ

+
n+1 + ∆SznS

z
n+1) +HSzn

)
(B.2.2)

We can evaluate using second order perturbation theory the shift of the energy level:

En(φ) = 〈n|H(φ = 0)|n〉 − φ〈n|Js|n〉 − φ2
∑

m6=n

|〈n|Js|m〉|2
εm − εn

− φ2〈n|T |n〉 . (B.2.3)

By taking the second derivative with respect to φ we arrive at the following expression:

Ds =
1

N

∑

n

pn
1

2

∂2En(φ)

∂φ2
. (B.2.4)

The aim is to calculate the second derivative of the eigenvalues εn with respect to

φ, where εn are generated using the Bethe ansatz technique. Within this formalism,

eigenstates are completely characterized by a set of rapidities λj solutions to the Bethe

ansatz equations (see section B.1). The Bethe ansatz relations are generalized in the

presence of the flux φ and they are given in great detail in Ref. [141]. This construction

is based on the string assumption for the excitations given in Eqs.(B.1.9)–(B.1.10).

Following Ref. [197], the finite size corrections for a system of size N are calculated by

introducing the functions g1j , g2j :

λjN = λj∞ +
g1j

N
+
g2j

N2
, (B.2.5)
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where λN (λ∞) are the rapidities for a system of size N(∞). The Bethe ansatz

relations are expanded to orders of 1/N and in the thermodynamic limit the densities

of excitations ρj and hole densities ρhj are introduced. We therefore arrive at a set of

integral equations, whose solutions provide the ρj and ρhj densities. The main objective

of this section is to outline the main steps of the calculation of Ds. Detailed analysis

and explicit formulas can be found in Ref. [141]. The final expression for the Drude

weight is:

Ds =
1

2

∑

j

∫ ∞

−∞
dλ

[
(ρj + ρhj )

∂g1j

∂φ

]2 d

dλ

( −1

1 + eβεj

)(
1

ρj + ρhj

dεj
dλ

)
, (B.2.6)

where εj = 1
β ln(

ρhj
ρj

) is the temperature dependent effective dispersion.

B.3 Quantum Transfer Matrix Approach (QTM)

This section is devoted in introducing an analytical method used for the calculation of

dynamic correlation functions pertinent to the study of thermal transport, known as the

Quantum Transfer Matrix approach. The main objective is to described the technique

used to calculate the correlation functions 〈J 2
E〉 and 〈JEJs〉 of the S = 1/2 XXZ chain.

The discussion here follows the lines of Refs. [173, 219].

Let us begin by considering a one dimensional lattice with L sites and periodic

boundary conditions. A q–state variable αi is assigned to each site i and α has its own

statistics number εα = (−1)ξα = ±1. A spin with εα = 1 is called bosonic and a spin

with εα = −1 is called fermionic. We introduce the Hamiltonian of the permutation

model as:

H =
L∑

i=1

Pi,i+1 , (B.3.1)

where Pi,i+t is the permutation operator that acts like:

Pi,i+1|α1, α2, · · · , αi, αi+1, · · · , αL〉 = (−1)ξαiαi+1 |α1, α2, · · · , αi+1, αi, · · · , αL〉 ,
(B.3.2)

where ξαiαi+1 is one if both αi and αi+1 are fermionic and 0 otherwise.

The S = 1/2 Heisenberg chain

H = 2

L∑

i=1

Si · Si+1 + L/2 , (B.3.3)

is of type (B.3.1) with q = 2 and ε1 = ε2 = +1.

A classical counterpart is defined on a two dimensional square lattice of L × N

sites, where we impose periodic boundary conditions and Boltzmann weights Rαµβν are
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associated with local vertex configurations α, β, µ, ν. The classical counterpart to

(B.3.1) is the Perk–Schultz model [220] with Boltzmann weights:

Rαµβν = δανδβµ + (u− v)(−1)ξαξµδαβδµν , (B.3.4)

where u and v are parameters assigned to the entire horizontal and vertical lines

intersecting in the particular vertex under consideration. These weights satisfy the Yang–

Baxter equations (YBE). The total Boltzmann weight of some fixed lattice configuration

is given by the product of all local Boltzmann weights, and the partition function of the

model is the sum of the Boltzmann weights over all possible lattice configurations.

The transfer matrices of the classical model are defined as:

Tµν (u) =
∑

{α}

L∏

i=1

Rαiµiα1+1νi
(u, vi) . (B.3.5)

The object T (u) represents a family of commuting matrices, T (u)T (w) = T (w)T (u).

Row–to–row transfer matrix corresponds to the case of vanishing spectral parameters

vi = 0 and the following limiting case is of special importance:

T (0) = eiP , H =
d

du
lnT (u)|u=0 . (B.3.6)

Therefore, the Hamiltonian is a member of a family of infinitely many commuting

operators and conserved quantities; any element of the family commutes with H. This is

the typical proof of integrability for the case of isotropic SU(m,n)–symmetric systems,

based on classical models satisfying the YBE. All conserved quantities can be generated

from lnT (u) as:

J (n) =

(
∂

∂u

)n
lnT (u)|u=0 , (B.3.7)

For the XXZ model with ∆ = cos(γ) the first three conserved currents (n = 0, 1, 2)

are related to the momentum operator, the Hamiltonian and the thermal current via

P = −iJ (0) ,

H = 2
sinγ

γ
J (1) − L∆

2
,

JE = i

(
2

sinγ

γ

)2

J (2) + iL . (B.3.8)

The central idea of the quantum matrix approach is a lattice path–integral formula-

tion of the partition function of the Hamiltonian and the definition of a suitable transfer

matrix [224–226]. If we define a new set of vertex weights R̄ by rotating R by 90 degrees

and introduce the transfer matrix T̄ (u) as a product of R̄(−u, 0), the partition function
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of the quantum chain of length L at finite T reads:

ZL = Tr[e−βH ] = lim
N→∞

ZL,N (B.3.9)

where ZL,N is defined by:

ZN,L = Tr[T (−τ)T̄ (−τ)]N/2 , τ =
β

N
. (B.3.10)

This is the partition function of a staggered vertex model with alternating rows

corresponding to the transfer matrices T̄ (−τ) and T (−τ) (see Fig. B.3.1). The evaluation

of the partition function of this classical model can be done by choosing a different

transfer direction along the chain, with a corresponding transfer matrix TQTM which

is defined for the columns of the lattice (see Fig. B.3.1). The partition function of the

quantum chain at temperature 1/β is given by:

ZL,N = Tr(TQTM )L (B.3.11)

We will refer to TQTM as the “quantum transfer matrix” of the quantum spin chain,

because it is the closest analogue to the transfer matrix of a classical spin chain. Due

to this analogy the free energy f per lattice site is given just by the largest eigenvalue

Λmax:

f = −kB T lim
N→∞

logΛmax . (B.3.12)

provided that Λmax is positive, non–degenerate and greater than the absolute value of

-τ

τ

L

N

Figure B.3.1: Illustration of the Perk–Schultz model. The square lattice has width L
equal to the chain length and height N equal to the Trotter number. Alternating rows
correspond to transfer matrices T (τ) and T̄ (−τ) and the dashed box corresponds to
the column–to–column quantum transfer matrix TQTM . The arrows indicate the type
of local Boltzmann weights that are either R or R̄.
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any other eigenvalue [227]. In Eq.(B.3.12) we have implicitly employed the interchange-

ability of the two limits (L,N → ∞) and the existence of a gap between the largest

and the next–largest eigenvalues of TQTM for finite temperatures. The next–leading

eigenvalues give the exponential correlation lengths ξ of the equal time correlators at

finite temperature:
1

ξ
= lim

N→∞
ln

[
Λmax

Λ

]
. (B.3.13)

In the presence of an external magnetic field H partition function is changed trivially:

ZN,L = Tr[T (−τ)T̄ (−τ)N/2 eβHS ] . (B.3.14)

The classical counterpart of the XXZ model is the six–vertex model. For ∆ = cos(γ),

the relation of the Hamiltonian and the row–to–row transfer matrix is:

H = 2
sinγ

γ

d

du
lnT (u)|u=0 . (B.3.15)

The TBA and the QTM are not at all independent. An approach based on the

“fusion hierarchy” leads to a set of infinitely many NLIEs that are identical to the TBA

equations though completely different reasoning has been applied.

Our aim is to diagonalize the row–to–row transfer matrix and the QTM by means of

the algebraic Bethe ansatz. By use of the YBE, algebraic expressions of the eigenstates

and explicit expressions of the eigenvalues are derived. It turns out that the row–to–row

transfer matrix and the QTM can be treated in parallel. The large number of coupled

Bethe ansatz equations is transformed into a simple finite set of non–linear integral

equations, and the numercial study of these equations enable us to derive explicit results

for the specific heat and susceptibility. For more details we refer the reader to [219, 230].

The expectation values of conserved quantities related to thermal transport may be

calculated by use of an extended Hamiltonian [173]:

H̃ = λ0H0 +HM+ λ1JE , M =
∑

n

Szn (B.3.16)

where H0 is the S = 1/2 XXZ Hamiltonian (4.3.1) without the Zeeman term. The

parameters λ0, λ1 will be set to 0 and 1 correspondingly after taking the necessary

derivatives. We also introduce the partition function

Z = Tr[e−βH̃] , (B.3.17)

from which we find the expectation value by derivatives with respect to λ1 at λ1 = 0:

〈J 2
E〉 =

1

β2L

(
∂

∂λ1

)2

lnZ|λ1=0 , (B.3.18)
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In the formalism of the QTM, Z can be expressed as the largest eigenvalue of the

QTM Λ(λ0, λ1),

lim
L→∞

1

L
lnZ = lnΛ(λ0, λ1) , (B.3.19)

where

lnΛ(λ0, λ1) = −βH
2

+

∮

C
α1(x+1)ln(1+1/η(x+1))dx , αn =

γ sinnγ

2π(cosh(γx)− cos(nγ))
.

(B.3.20)

The contour C encloses the real axis, and the unknown function η(x) is determined

by the following non–linear integral equation:

ln η(x) = β(λ0 + λ1A∂x)ε(x)− βH +

∮

C
α2(x− y − i)ln(1 + η−1(y + i))dy , (B.3.21)

where ε(x) = −2πAα1(x) and A = Jsin(γ)/γ. Consequently we obtain:

〈J 2
E〉 =

1

β2

(
∂

∂λ1

)2

lnΛ(1, λ1)|λ1=0 . (B.3.22)

For the full description of the thermal transport for finite magnetic fields, the quantity

〈JEJs〉 is also necessary. The spin current is not a constant of motion and the quantity

JEJs is no longer conserved. The above procedure can only be applied to conserved

quantities, thus an alternative is necessary. The following nontrivial identity [228]

〈JEJs∆H0〉 = 〈J 2
E∆M〉 , (B.3.23)

is used, provided that ∆H0 = H0 − 〈H0〉 and ∆M =M− 〈M〉. Using this identity

and some algebra we arrive at:

〈JEJs〉 =
1

2πAβ2

∮

C
∂2
λ1 ln(1 + η−1(x+ i))dx . (B.3.24)

To summarize, the evaluation of 〈J 2
E〉 and 〈JEJs〉 correlation functions given in

Eq.(B.3.22) and Eq.(B.3.24) correspondingly, requires the calculation of the largest

eigenvalue of the QTM given in Eq.(B.3.20), where the unknown function η(x) is ob-

tained by solving the nonlinear integral equation (NLIE) of Eq.(B.3.21). An analytical

calculation is not possible, so we have to attempt a numerical calculation based on it-

eration. The rest of this section is dedicated in the numerical treatment of the NLIE

(B.3.21).

The fact that the integral of Eq.(B.3.21) is along the complex contour C, (see

Fig. B.3.2) necessitates some care. The outcome of the integration along the line C2

is exactly opposite than the one along C4, providing a certain simplification. Therefore
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Figure B.3.2: Integration contour C surrounding the real axis.

the integral should be performed along lines C1 and C3:

ln η(x) = f(x) +

∫ ∞

−∞
α2(x− y)ln(1 + η−1(y))dy

−
∫ ∞

−∞
α2(x− y − 2i)ln(1 + η−1(y + 2i))dy , (B.3.25)

provided that f(x) = β(λ0 + λ1A∂x)ε(x)− βH. Eq.(B.3.25) is solved numerically by

iteration process starting with lnη(x) = f(x). For this numerical procedure all involved

functions are discretized, ranging from −N to +N with a dx step. Integration from

−∞ to ∞ is replaced by integration from −N to +N . Both N and dx are sources

of systematic error and should be chosen such that if the integrand vanishes for every

|x| < M , then M � N . It is useful to define functions F (x), G(x) and g(x) as:

F (x) = lnη(x) , G(x) = lnη(x+ 2i) , and g(x) = f(x+ 2i) , (B.3.26)

and rewrite Eq.(B.3.25) in the following form:

F (x) = f(x) +

∫ ∞

−∞
α2(x− y)ln(1 + e−F (y))dy −

∫ ∞

−∞
α2(x− y − 2i)ln(1 + e−G(y))dy

G(x) = g(x) +

∫ ∞

−∞
α2(x− y + 2i)ln(1 + e−F (y))dy −

∫ ∞

−∞
α2(x− y)ln(1 + e−G(y))dy .(B.3.27)

We have therefore arrived at a set of two nonlinear coupled equations with two

unknown functions F (x) and G(x) where integrals now are along the real axis. The

convolutions at the right–hand sides of the equations are easily evaluated in Fourier
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space. The Fourier transform (FT) of a continuous function h(x) is defined as:

H(f) =

∫ ∞

−∞
h(x)e2πifxdx

h(x) =

∫ ∞

−∞
H(f)e−2πifxdf . (B.3.28)

The convolution theorem suggests that:

∫ ∞

−∞
κ(x− y)h(y)dy =

∫ ∞

−∞
e−2πifxK(f)H(f)df , (B.3.29)

where K(f) and H(f) are the FT of functions κ(x) and h(x) correspondingly. Taking

into account that the integrands are discrete functions of x, the discrete version of FT

should be introduced. Let us consider a sampled function h(x) at evenly spaced intervals

in x and let dx denote the space interval between consecutive samples. The sequence of

N complex numbers h0, h1, · · · , hN−1 is transformed into an N–periodic sequence of

complex numbers:

Hn =

N−1∑

k=0

hke
2πikn/N , k ∈ Z . (B.3.30)

The relation between the discrete FT of a set of numbers Hk and their continuous FT

when they are viewed as samples of a continuous function h(x) sampled at an interval

dx can be expressed as H(fn) = dxHn, where fn = n
Ndx and n = −N/2, · · · ,N/2.

The necessary Fourier transformations of the integrands appearing in Eq.(B.3.25)

can be calculated with the use of the Fast Fourier algorithm (FFT). The efficiency of

this method relies on the fact that while the discrete FT is an O(N 2) process, the FFT

needs O(N log2N ) operations [229]. One last comment concerning the evaluation of the

〈JEJs〉 correlation function. From Eq.(B.3.24) we notice that a second derivative with

respect to λ1 is necessary. In order to avoid numerical derivatives, equivalent equations

for the ∂2
λ1
F (x) and ∂2

λ1
G(x) can be derived and solved using the same procedure.

B.4 Bosonization of the S=1/2 chain: Calculation of the

Spin Drude weight at zero temperature

In this section we develop the necessary formalism for the calculation of the spin Drude

weight Ds at finite magnetic field and zero temperature within the formalism of the

Luttinger Liquid. The outcome of the bosonization of the XXZ chain in the gapless

regime at zero field is the following effective model [183, 236–238]:
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H = H0 +Hu +Hbc ,
H0 =

u

2

∫
dx
[
Π2 + (∂xφ)2

]
,

Hu = λ

∫
dxcos(

√
8πKφ) ,

Hbc = −2πuλ+

∫
dx(∂xlφR)2(∂xφL)2 − 2πuλ−

∫
dx
[
(∂xφR)4 + (∂xφL)4

]
(B.4.1)

where H0 is the standard Luttinger model and Hu and Hbc are the leading irrelevant

perturbations due to umklapp scattering and band curvature respectively. The bosonic

field φ = φR + φL and its conjugate momentum Π obey the canonical commutation

relation [φ(x),Π(x)] = iδ(x − x′). The Fermi velocity u and the so–called Luttinger

parameter K depend on both the magnetic field and the anisotropy parameter ∆. These

two parameters determine completely the low energy dynamics of the lattice model and

they can be computed from the Bethe ansatz solution. For zero magnetic field, both K

and u can be computed in a closed form:

K(∆) =
π

2(π − π
ν )
, u(∆) =

πsin(π/ν)

2π/ν
. (B.4.2)

where the anisotropy parameter has been parametrized as ∆ = cos(π/ν). In this

notation, K = 1 corresponds to the free fermion point (∆ = 0) and K = 1/2 at the

isotropic point (∆ = 1). The amplitudes λ+,− are known exactly [183, 238]. The param-

eters K and u at finite magnetic fields can be obtained by solving integral equations in

the following way. The eigenfunctions of the S = 1/2 XXZ Hamiltonian are constructed

by means of the Bethe ansatz. They correspond to several ”particles” with spectral

parameters λj . The bare energy and bare momentum of each particles are p0(λj) and

ε0(λj) where [71, 239]

p0(λ) = iln
cosh(λ− iγ/2)

cosh(λ+ iγ/2)
,

ε0(λ) = H − 2sin2(γ)

cosh(λ)− cos(γ)
, (B.4.3)

provided that γ = π/ν. The sum of the bare energies of particles will result the

eigenvalue of the Hamiltonian. For the gapless regime and for 0 < H < Hcr, the

ground state is constructed by filling the Dirac sea with elementary particles having

negative energies. The distribution function of these particles in spectral parameters
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ρ(λ) = N−1(λj+1 − λj)−1 satisfies the following equation:

ρ(λ) = p′0(λ)/(2π)− 1

2π

∫ Λ

−Λ
K(λ, µ)ρ(µ)dµ ,

K(λ, µ) =
sin2γ

cosh(λ− cos(2γ)
. (B.4.4)

The dressed energy of the corresponding particles satisfies the integral equation:

ε(λ) = ε0(λ)− 1

2π

∫ Λ

−Λ
K(λ, µ)ε(µ) . (B.4.5)

Parameter Λ is the spectral parameter value at the Fermi surface determined by the

requirement ε(Λ) = 0. The dressed momentum is:

p(λ) = p0(λ)−
∫ Λ

−Λ
p′0(µ)F (µ, λ)dµ , (B.4.6)

where the structure function F obeys the equation:

F (λ, µ) =
1

2Π
Φ(λ− µ) +

1

2π

∫ Λ

−Λ
K(λ, ν)F (ν, µ)dν ,

Φ(λ) = i ln

[
sinh(λ+ iγ)

sinh(λ− iγ)

]
. (B.4.7)

The Fermi velocity u(∆, H), the group velocity of particles at the Fermi surface, is:

u(∆, H) =
∂ε

∂p
|λ=Λ =

∂ε

∂λ

∂λ

∂p
|λ=Λ =

∂ε
∂λ |λ=Λ

2πρ(λ)|λ=Λ
, (B.4.8)

because p′(λ) = 2πρ(λ). Finally, the dressed charge function Z(λ) is given by:

Z(λ) = 1− 1

2π

∫ Λ

−Λ
K(λ, µ)Z(µ)dµ . (B.4.9)

The Luttinger parameter K is equal to K = Z(Λ) [240]. The exact zero Drude weight

Ds at T = 0 is evaluated by [194]:

Ds =
1

π
K(∆, H)u(∆, H) . (B.4.10)

In general, the parameter Λ is adjusted numerically by first solving Eq. (B.4.5) and

then checking if the requirement ε(Λ) = 0 is satisfied. Once Λ is determined iteratively,

the integral equations (B.4.4) and (B.4.9) are solved by an iteration process to yield

functions ρ(λ) and Z(λ). To avoid numerical differentiation, one can derive a simi-

lar nonlinear equations for the quantity ε′(λ) instead of solving Eq.(B.4.5) and then

differentiate.
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Figure B.4.1: Fermi velocity u(H) as
a function of magnetic field for four val-
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Appendix C

Numerical Techniques

In view of the absence of analytical methods, numerical methods have proven to be a

perfect tool for understanding the composite nature of many–body quantum systems

and provide important insights into the underlying physics. This appendix summarizes

the techniques used to calculate various dynamical and thermodynamic quantities.

C.1 Exact Diagonalization (ED)

Exact diagonalization (ED) method is extensively employed in the investigations of

strongly correlated many–body quantum systems because it provides an exact straight-

forward description of the problem without any assumptions or approximations. The

main restriction of the method is that it applies to finite systems, usually small, due

to computational limitations. For example, if we study the S = 1/2 Heisenberg Hamil-

tonian on a lattice of N sites, we have two possible states for each site: spin up and

spin down. Thus the lattice has 2N states, and this is the dimension of the Hamiltonian

matrix. Similarly for the S = 1 chain that is a three level system, we find 3N . This

exponential growth of the matrix with lattice size makes even small lattices of typically

10 sites difficult to handle with standard diagonalization techniques.

To start with, in order to build the Hamiltonian matrix, we have to choose a basis set

that is easily generated, allows fast computation of matrix elements and is economical

with memory. Apart from that we also have to find a numerical representation of the

basis set. For representing two–level systems like S = 1/2 chains we can use the integers

ni = σi + 1/2, where σi = {1/2,−1/2} is the eigenvalue of the Szi operator. If we

identify the sequence of ni with the bit pattern of the integer I =
∑N

l=1 ni2
l−1 the basis

state |ψ〉 = | − 1/2,+1/2,−1/2,+1/2〉 is represented by n = {0101} with I = 4. This

representation saves memory and speeds up some numerical operations. If the number

of sites is N = 16, there are 2N = 65536 basis states in total.

In order to make the matrix size for a given lattice size accessible to the available

computing power, it is important to exploit the model symmetries. It is often the

141
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case that the considered model shows conservation of total spin in the z direction, i.e.

[H, Sz = 0] and the eigenvalues of H and Sz are simultaneous good quantum numbers.

As Sz commutes with the Hamiltonian, the H matrix is block diagonal in the sectors

with fixed Sz values. For a given Sz vector, the number of ones in the bit patter (or the

number of up spins) is fixed, which reduces the number of basis states to L = N !
N↑ N↓

.

For N = 16, there are 12870 possible states with Sz = 0, 11440 with Sz = 1, and so

on. Other symmetries can be used to decompose the Hamiltonian into separate blocks,

like translation and rotation symmetries that could be exploited to reduce the number

of basis states even further.

C.2 Finite Temperature Lanczos Method (FTLM)

The diagonalization of Hamilton matrices can be made possible if we employ special

methods. Among them, the Lanczos algorithm is one of the simplest methods for the

calculation of the ground state energies and wavefunctions and corresponding expecta-

tion values. It was developed by C. Lanczos [218] who proposed the diagonalization of

sparse matrices using the iterative procedure, allowing for much bigger Hilbert spaces

N relative to the full ED method. The discussion here follows the lines of Ref. [100].

The Lanczos method is an example of a family of projection techniques known as

Krylov subspace methods, a general procedure to transform and reduce a symmetric

N ×N matrix H to a symmetric M ×M tridiagonal matrix TM . It is an iterative power

method which is known to converge fast for the extreme lower and upper eigenvalues

of H. Typically, M > 50 are enough to reach very high accuracy for both eigenvalues.

The basic structure of the algorithm is very simple. Starting from a random initial

state |φ0〉 we generate orthogonal Lanczos vectors LM = |φ0,Hφ0,H2φ0, · · · ,HMφ0〉 by

repeatedly applying the matrix H. Proceeding with the iteration one gets in i steps:

H|φi〉 = bi|φi−1〉+ αi|φi〉+ bi+1|φi+1〉 , 0 ≤ i ≤M , (C.2.1)

with |φ−1〉 = 0, |φM+1〉 = 0 and |φ0〉 a random normalized state. The coefficients

αn and bn are determined by the requirement that the LM = |φ0, φ1, · · · , φM 〉 set is

orthonormal. Expressed in terms of this basis, the matrix H turns out to be tridiagonal.

Such a matrix is easily diagonalized using standard numerical routines to obtain approx-

imate eigenvalues εj and corresponding orthonormal eigenvectors |ψj〉. With increasing

recursion order M the eigenvalues εj converge to the eigenvalues of the original matrix

H.

At T > 0, the Finite Temperature Lanczos Method (FTLM) is employed for the

calculation of static and dynamical quantities. In a general orthonormal basis |n〉 for

finite system with N basis states one can express the canonical expectation value 〈A〉
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as:

〈A〉 =
1

Z

N∑

n=1

〈n|e−βHA|n〉

Z =
N∑

n=1

〈n|eβH|n〉 . (C.2.2)

The FTLM is based on the evaluation of the expectation value for each |n〉 using

the Lanczos basis. Starting with the vector |φn0 〉 = |n〉, produces the Lanczos basis LM

along with approximate eigenstates |ψnj 〉 and εnj . It can be shown that the final result

can be expressed as:

〈A〉 =
1

Z

N∑

n=1

M∑

i=0

e−βε
n
i 〈n|ψni 〉〈ψni |A|n〉

Z =
N∑

n=1

N∑

i=0

e−βε
n
i 〈n|ψni 〉〈ψni |n〉 . (C.2.3)

The computation of static quantities still involves the summation over the complete

set of N states |n〉, which is clearly not feasible in practice. A further approximation

replaces the full summation over |n〉 by a partial one over a much smaller set of random

states. This procedure leads to a statistical error which can be well estimated and is

generally quite small. At T →∞ the statistical error goes to zero.

For the computation of dynamical quantities we have to consider the following quan-

tity:

C(t) =
1

Z

∑

n

〈n|e(−β+it)HA†e−iHtA|n〉 . (C.2.4)

In analogy with the example given for the expectation value 〈A〉, the dynamical

quantities can be again obtained via the Lanczos method, performing two Lanczos it-

erations with M steps. The first one, starting with the vector |φn0 〉 = |n〉 produces the

Lanczos basis LM along with approximate eigenstates |ψni 〉 and εni . The second Lanczos

procedure is started with the normalized vector A|φn0 = A|n〉 and generates KM with

corresponding |χni 〉 and ωni . Finally we obtain:

C(t) =
1

Z

N∑

n=1

M∑

i,j=0

e−βε
n
i eit(ε

n
i −ωnj )〈n|ψni 〉〈ψni |A†|χnj 〉〈χnj |A|n〉 . (C.2.5)

For dynamical correlation functions, the application of the FTLM is limited to 50 <

M < 500 where the lower bound is determined by the convergence of the ground state

and the upper exhaust the limitations of CPU time and memory requirements.

The limitations of both ED and FTLM are confronted by other several variations of

these methods, like the Microcanonical Lanczos Method (MCLM), the Low-Temperature
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Lanczos Method (LTLM) and the Exact Diagonalization method in Limited Functional

Space (EDLFS). A detailed description of these techniques, along with applications are

given in Ref. [100].

C.3 Transfer Matrix Renormalization Group (TMRG)

This numerical method relies on a mapping of the D–dimensional quantum system to

a D+1–dimensional classical system through a Trotter–Suzuki decomposition [233]. A

path–integral formulation in imaginary time τ is performed leading to a classical model

on a lattice where the imaginary time is discretized in steps τ = β/N , where β is the

inverse temperature and N is the so called Trotter number.

For the 1D chain of length L the classical counterpart is a two–dimensional system,

where the second axis corresponds to the discrete imaginary time τ = β/M . A quantum

transfer matrix TM is defined in analogy with Appendix B.3 with the only difference

that TM is two columns wide and the partition function is given by Z = lnT
L/2
M . The

calculation of thermodynamic properties in the exact thermodynamic limit L → ∞
is based on the application of the density–matrix renormalization group to transfer

matrices of the classical model.

It was first suggested by Nishino in 1995 [231] that the DMRG method developed

few years earlier by White [232] can be applied to the transfer matrix of a 2D classical

system, allowing to calculate its partition function at finite temperature. An improved

algorithm was presented by Wang and Xiang [98] and Shibata [99] and showed that the

TMRG method provides results with satisfactory accuracy.

The transfer matrix formalism is extremely useful for numerical calculations because

of the eigenspectrum of TM . At infinite temperature the largest eigenvalue of the QTM

is given by S2 (S) and all other eigenvalues are zero. Here S denotes the number of

degrees of freedom of the physical system per lattice site. Decreasing the temperature,

the gap between the leading eigenvalue Λ0 and next–leading eigenvalues Λn (n > 0) of

the transfer matrix shrinks. The ratio between Λ0 and each of the other eigenvalues Λn

defines a correlation length ξn:
1

ξn
= ln

∣∣∣∣
Λ0

Λn

∣∣∣∣ . (C.3.1)

Because an 1D quantum system cannot order at finite temperature, any correlation

length ξn will stay finite for T > 0, i.e., the gap between the leading and any next–leading

eigenvalue stays finite. Therefore the calculation of the free energy in the thermodynamic

limit at non–zero temperature boils down to the calculation of the largest eigenvalue Λ0
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of the QTM:

f = −T lim
L→∞

1

L
lnZ = −T lim

L→∞
ln

[∑

n

ΛL/2n

]

= −T lim
L→∞

1

L
ln

[
Λ
L/2
0

(
1 + (

Λ1

Λ0
)L/2 + (

Λ2

Λ0
)L/2 + · · ·

)]

= −1

2
T lnΛ0 . (C.3.2)

Note that the error of the mapping due to a finite τ is of the order O(τ2), i.e we have

omitted terms of order O(τ2) in the partition function and an additional limit τ → 0

is necessary, or equivalently the limit N → ∞. With increasing N the dimension of

the transfer matrix grows exponentially. Nevertheless the length of the transfer matrix

N in imaginary time can be extended iteratively using the DMRG scheme, so that the

eigenvalues of the QTM are computed for very large Trotter numbers up to N ∼ 2000.

In the numerical calculation, τ is fixed and the temperature T = 1/(τN) decreases with

increasing N .

The main advantage of the TMRG algorithm is that the thermodynamic limit can

be performed exactly and no extrapolation in system size is required. No statistical

errors are present and results can be obtained with an accuracy comparable to (T = 0)

DMRG calculations. We should emphasize that the T = 0 limit is impossible within

this method. A detailed analysis of the method and possible applications can be found

in [234, 235].
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and A. Revcolevschi, Magnon heat transport in (Sr,Ca, La)14Cu24O41, Phys. Rev.

B 64, 184305 (2001).

[117] A. V. Sologubenko, K. Giannó, H. R. Ott, U. Ammerahl, and A. Revcolevschi,

Thermal Conductivity of the Hole–Doped Spin Ladder System Sr14−xCaxCu24O41,

Phys. Rev. Lett. 84, 2714 (2000).

[118] K. Kudo, S. Ishikawa, T. Noji, T. Adachi, Y. Koike, K. Maki, S. Tsuji,

and Ken-ichi Kumagai, Spin Gap and Hole Pairing in the Spin-Ladder Cuprate

Sr14−xAxCu24O41 (A = Ca and La) Studied by the Thermal Conductivity, J. Phys.

Soc. Jpn. 70, 437 (2001).

[119] C. Hess, U. Ammerahl, C. Baumann, B. Büchner, and A. Revcolevschi, Magnon
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